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Abstract This paper investigates the microscopic mechanisms of charge screening in proteins. The screening of an arbitrary perturbing charge density by a protein and its surrounding solution is characterized by a generalized susceptibility, which is approximately given by the mean dipole–dipole correlation matrix of the system. This susceptibility is a microscopic quantity; the sum of its matrix elements gives the macroscopic susceptibility of continuum electrostatics. When screening of a single perturbing point charge is considered, this susceptibility reduces to a scalar quantity, dependent on position within the protein. The contribution of the positional degrees of freedom of the protein atoms can be estimated from molecular dynamics simulations. This contribution gives rise to large spatial variations of the susceptibility, whose significance for protein function is discussed. The model is applied to the small α helix dec-a-alanine, and to the electron-transfer protein cytochrome c. The results agree qualitatively with previous normal mode calculations. The importance, and the large spatial variations, of charge screening by dec-a-alanine suggest that dielectric screening may play a role in the binding of charged ligands by helices. In cytochrome c, the dielectric susceptibility in response to a point charge is at a minimum in the central helix region, resulting in a lowering of the reorganization free energy for charge transfer to and from the helix.

1. INTRODUCTION

In a recent article, we presented a theoretical analysis of the microscopic dielectric properties of several biomolecules (1). This analysis is pursued and refined in the present article. Our aim is to attain a better understanding of these properties at a microscopic level, and to examine the possible functional importance of the spatial variation of local dielectric properties within proteins.

Many or most enzyme reactions involve charge transfer, and the creation of a charged transition state. Several authors have analyzed theoretically the energetics of such charged transition states in various enzymes (2–9). It is now widely accepted that the efficiency of these reactions arises largely from the combination of two factors: the high polarity of the active site, and the low polarizability of this same active site (9–12). Polar groups are in effect rather rigidly preorganized around the active site to stabilize the transition state. The presence of permanent polar groups is required so that the charged intermediate species will not be destabilized in the protein compared with bulk water. Once these permanent, polar groups are given, the enzyme lowers the reorganization free energy of the charge transfer process by making these groups rather rigid. High polarity and low polarizability thus combine to give enzyme active sites electrostatic and dielectric properties that are both complex and specific. This specificity led Simonson et al. (1) to suggest that the spatial variation of local dielectric properties in proteins may have functional significance. For example, by providing a polarizability at the active site that is lower than in the rest of the molecule, an enzyme would achieve an additional lowering of its reorganization free energy, beyond what is provided by the average dielectric properties of the molecule. Obviously, the local polarizability around the reactants is already lowered considerably simply by the removal of the active site from bulk water, since the protein is less polarizable than water. In fact, the solvent polarization ordinarily makes the dominant contribution to the reorganization free energy for the charge transfer steps (2). However, the protein contribution is not negligible, and presumably needs to be minimized by the enzyme. This can be accomplished by reducing the electronic polarizability around the active site, and by making the permanent, preorganized polar groups as rigid as possible, given the other due requirements of the structure, such as sufficient flexibility to sterically accommodate the reactants.

Enzyme active sites are not the only examples of specific local dielectric properties in proteins. The binding of charged ligands requires that the protein "solvate" these ligands as effectively as water. This can of course be accomplished by the presence of permanent, pre-ordered, charged, or dipolar groups, as in active sites. However, where binding, not reaction kinetics, is important, it may be more economical for a protein to adjust
its local structure solely in response to the approach of the ligand, rather than paying the cost of preorganized dipoles. In other words, it may be more economical to provide a less polar, but more polarizable, binding site.

To investigate electrostatic and dielectric properties of proteins, the simplest model is the continuum model (13). Early continuum treatments of proteins included as permanent charges only ionized side chains (14), and in some cases the macrodipoles of α helices (15). This treatment of course neglects precisely the permanent polar groups required to stabilize enzyme transition states (16). Subsequent continuum models did include these groups (17), and could in principle address the energetics of enzyme transition states. A low protein dielectric constant of around four is usually used, and is designed to describe both electronic polarizability and dipolar polarizability; the latter includes elastic deformation of bonds and angles, and rotation of polar groups around bonds. The exact significance of the protein dielectric constant εp clearly changes when the permanent charges in the model change. Indeed, the dielectric constant enters into the model in two ways. It determines the response of the system to a set of perturbing charges, such as a titrating proton or a redox electron. But it also determines the mean equilibrium charge distribution. For example, suppose the model includes as permanent charges only point charges representing the ionized side chains (e.g., references 14 and 15). The mean equilibrium charge distribution will then include not only these charges, but also induced polarization charge located on the permanent charges, and induced surface charge distributed all over the protein-solvent interface. To be precise, the permanent charges will be divided by a factor εp. The polarization charge on the permanent charges represents the screening (e.g., by hydrogen-bonding) provided by the polar groups of the protein not included in the model as permanent charges. (Note a potential inconsistency of most implementations of the model: the fact that for most ionized side chains, this screening is mainly coming from water molecules, so that it would appear more consistent to assign these side chains to the high-dielectric region, as in reference 18.) Now adopt a model with the same protein dielectric constant εp, but which includes as permanent charges the mean partial atomic charges of all the protein atoms (e.g., reference 17), including the net charges of the ionized side chains (which are now spread over the whole side chain). Although the dielectric polarization of this model in response to a set of perturbing charges will be identical to the previous model, it will have a completely different mean equilibrium charge distribution. In other words, a completely different description will be given of the way in which each group of charges is polarized by neighboring groups, once these groups are folded together in the protein.

In describing the response of the folded protein to a perturbation, the low dielectric constants used are compatible with dielectric measurements on protein powders (19–22). These measurements tell us about spatially averaged dielectric properties; they tell us little about specific local properties, for example, around an active site. Similarly, a continuum model that uses a uniform, scalar, dielectric constant cannot account for specific dielectric properties around an active site.

A low εp is also compatible with theoretical estimates, based on the theory of dielectrics (23–25, 1). These estimates use atomic point polarizabilities to describe electronic polarizability, and molecular dynamics simulations to describe dipolar polarizability. They can be applied not only to an entire protein, but also to a local region in a protein. Nakamura et al. (25), for example, calculated the dielectric constant within a sphere of 4–8 Å radius, whose position was varied throughout the protein. This defines a position-dependent dielectric constant, which reflects the local electronic polarizability and molecular dynamics within the sphere. For our purposes, this approach has two serious limitations. First, though it does give a local dielectric constant, this quantity is a spatial and a rotational average over a region of several Angstroms radius. This averaging may smooth out significant local details, especially if the region of spherical averaging is taken to be large. In the simulations presented in our previous paper for example, and those presented below, large spatial variations of the local dielectric susceptibility are found in several biomolecules, over distances of only a few Angstroms. Second and more important, this approach views the region outside the sphere as a featureless dielectric continuum. This is the Onsager approximation (26), clearly a serious one in proteins, unless the sphere considered is quite large.

We see that although a continuum model can indeed address the energetics of enzyme catalysis, and even take into account nonuniform dielectric properties in proteins to an extent, this approach is not the method of choice to examine our working hypothesis. Indeed, though Krishtalik has used a continuum model to analyze a number of charge transfer reactions in a model spherical enzyme (9), all studies of real enzymes have been based on detailed microscopic models (5–8). Many of these analyses have used the perturbation free energy technique. This is computationally very expensive, in contrast to continuum models. We adopt instead a microscopic approach whose complexity is intermediate between macroscopic models and complete perturbation free energy calculations. This approach combines elementary linear response theory with techniques of
free energy calculation. To characterize the local dielectric properties of a protein, we introduce the generalized susceptibility of the molecule in response to a static, perturbing, charge density. This generalized susceptibility is an operator in a $3n$-dimensional space, where $n$ is the number of atoms in the system. The sum of its elements is equal to the macroscopic susceptibility of continuum electrostatics (13). Unlike the macroscopic susceptibility, which is a spatial average, and which describes in effect the response to a slowly-varying (i.e., long-wavelength) field, the generalized susceptibility is a microscopic quantity, which describes the response to an arbitrary field. To calculate this susceptibility, we use a simple, standard, model of the electronic and positional degrees of freedom of the molecule. The electronic degrees of freedom are approximated by atomic point polarizabilities. The positional degrees of freedom of the atoms are described by molecular dynamics. Our previous article considered a perturbing charge density made up of a sole point charge. In the present article we generalize this approach to an arbitrary perturbing charge density.

In the applications described previously, the normal mode approximation was used to simulate the protein dynamics. An analytical expression of the susceptibility was obtained, valid within this approximation. The normal mode approximation makes the analysis simple, elegant, and very inexpensive. The normal modes are expected to usefully approximate the dynamics of the molecule over fairly short time segments, on the order of ten picoseconds. At the same time, this description has obvious limitations. One of the most important is its incapacity to deal with the dynamics of the surrounding solvent. It is thus necessary to carry out simulations using full molecular dynamics. This paper will therefore extend the previous theory and simulations to the general, anharmonic, case.

To a first approximation, it appears reasonable to distinguish the dielectric relaxation of the protein from that of the solvent, and to assume that they can be calculated separately. This assumption was made in our previous study, as well as in some work by other authors (e.g., reference 3). It will be made here as well. As a first step, we therefore investigate several biomolecules in artificial, vacuum, conditions. It is crucial to go beyond this first approximation and to investigate not only the relative importance of protein and solvent relaxation, but also the coupling between the two effects. This analysis is underway and will be presented in a separate article.

As model systems to illustrate and test our approach, we previously chose the model $\alpha$ helix deca-alanine, several $\alpha$ helices extracted from various proteins, and the electron transfer protein cytochrome $c$. In this study, deca-alanine and cytochrome $c$ are used.

This article therefore pursues the development of a microscopic theory of the dielectric properties of proteins, initiated in our previous study. The calculations presented below address several important aspects of this theory. The first aspect addressed is the general behavior of the local dielectric properties throughout a protein. Specifically, we investigate several properties of the susceptibility: its average value, its spatial nonuniformity, the relative importance of electronic and dipolar relaxation, the importance of dielectric saturation, as well as other properties. A second aspect addressed is the significance of the susceptibility's spatial variation for biological function, in other words, our working hypothesis. A third aspect, the relative magnitude of the protein and solvent relaxation, and the coupling between the two, will be addressed in a future paper.

This paper is organized as follows. In the second section the calculation of the susceptibility is presented. In particular, the analytical expression of the dipolar susceptibility, previously obtained in the harmonic case, is extended to the anharmonic case, within the limit of small fluctuations. The methodology of the simulations is also described. In the third section the results are presented. They are discussed in the final section.

2. MATERIALS AND METHODS

Definition of the microscopic susceptibility

Consider a set of nondiffusive charges such as a folded protein. To characterize the dielectric properties of this system microscopically (1), we introduce a fixed, perturbing, charge density $\rho$, which produces a perturbing field $f$. The perturbing Hamiltonian $V_{\text{int}}$ contains a "static" term $V_{\text{stat}}$ and a relaxation term $V$:

$$V_{\text{int}} = V_{\text{stat}} + V. \quad (1)$$

The first term is associated with introducing the perturbation while constraining the system to retain its unperturbed structure. The second term is associated with the relaxation after the constraints are removed. In the limit where the perturbation is vanishingly small, the relaxation energy is proportional to the perturbing field:

$$V = -\mathbf{x} \cdot \mathbf{f}. \quad (2)$$

$f$ denotes the $3n$-vector:

$$\mathbf{f} = (f_1, f_2, \ldots, f_n), \quad (3)$$

where $f_i$ is the field of the test charge at the mean position of atom $i$, and $n$ is the number of atoms in the system. The conjugate quantity $x$ is also a $3n$-vector, which represents the structural relaxation of the
system. The “discrete” form of $V$ results from the nondiffusive nature of the system.

The relaxation can be characterized by a generalized susceptibility $\hat{\alpha}$, which is a linear operator (e.g., reference 27). By definition

$$\langle x \rangle = \hat{\alpha} \xi.$$  \hspace{1cm} (4)

The brackets represent an ensemble average. The matrix elements of the susceptibility are related to the components of $\xi$ by the fluctuation-dissipation theorem (28):

$$\hat{\alpha}_{nm} = \frac{1}{kT} \langle \xi_m \xi_n^* \rangle.$$  \hspace{1cm} (5)

The brackets $\langle \rangle$ represent an ensemble average over the phase space of the unperturbed molecule. The susceptibility and the associated dielectric relaxation are thus completely determined by the fluctuations of the unperturbed system. The ensemble average of the relaxation energy can be written

$$\langle V \rangle = -f \cdot (\hat{\alpha} f).$$  \hspace{1cm} (6)

Like $V_{\text{tot}}$, the total perturbation free energy $A_{\text{tot}}$ has a static component $A_{\text{stat}}$ and a relaxation component $A$. The static component is just the ensemble average of $V_{\text{tot}}$ in the absence of the perturbation. Thus:

$$A_{\text{tot}} = \langle V_{\text{tot}} \rangle + A.$$  \hspace{1cm} (7)

The relaxation free energy $A$ has the general form

$$A = -kT \ln \left( \frac{\exp (-V_{\text{tot}}/kT)_{\text{stat}}}{\langle V_{\text{tot}} \rangle_{\text{stat}}} \right).$$  \hspace{1cm} (8)

For the vanishingly small perturbation considered here, this expression can be expanded into:

$$A = -\frac{1}{2kT} \langle \left( V_{\text{tot}}^2 \right)_{\text{stat}} - \langle V_{\text{tot}} \rangle_{\text{stat}}^2 \rangle.$$  \hspace{1cm} (9)

To express $A$ as a function of the susceptibility, let us consider a process where the perturbation is introduced gradually. During this process, the perturbing charge density is $\lambda p$, the perturbing field is $\lambda f$, and $\lambda$ is varied from zero to one. Incrementing $\lambda$ by $d\lambda$ changes the relaxation free energy by

$$dA = \left. \frac{dA}{d\lambda} \right|_{\lambda} = \left. \frac{\partial V}{\partial \lambda} \right|_{\lambda} \cdot d\lambda = -\langle \xi \rangle \cdot f \cdot d\lambda = -\lambda f \cdot (\hat{\alpha} f) \cdot d\lambda.$$  \hspace{1cm} (10)

The brackets $\langle \rangle$ indicate an average over the phase space of the system in the presence of the intermediate charge density $\lambda p$. Integrating from $\lambda = 0$ to $\lambda = 1$ gives

$$A = -\frac{1}{2} \langle \xi \rangle \cdot (\hat{\alpha} f).$$  \hspace{1cm} (11)

The susceptibility operator is an intrinsic property of the system, which does not depend on the particular perturbing charge density being considered. It gives a complete description of the dielectric properties of the system. In particular, it determines the macroscopic dielectric properties of the system, such as its dielectric constant. To see this, consider a large, macroscopically homogeneous, isotropic system, and apply a uniform external field $\xi$. The relaxation free energy of this system in response to $\xi$ is

$$A = -\frac{1}{2} \langle \xi \rangle \cdot (\hat{\alpha} \xi),$$  \hspace{1cm} (12)

where $E = (\xi, \xi, \ldots, \xi)$ is a 3n-vector. Rearranging this product and using the isotropic nature of the system, we find

$$A = -\frac{1}{2} \sum_{nm} \alpha_{nm} \xi_n^*.$$  \hspace{1cm} (13)

If the system is a sphere of radius $R$ surrounded by a vacuum, $A$ can be calculated from electrostatics (30) as a function of the dielectric constant $\epsilon$ of the system; we obtain

$$\frac{\epsilon - 1}{\epsilon + 2} = \frac{1}{R} \sum_{nm} \alpha_{nm}.$$  \hspace{1cm} (14)

The double sum is over all the atoms of the system, i.e., it represents a spatial average. Thus the macroscopic dielectric constant, or the macroscopic susceptibility $\epsilon = 1/\mu$, in effect measures the response of the system to a perturbing field that varies slowly with respect to the separation between atoms. In contrast, the generalized susceptibility $\hat{\alpha}$ determines the relaxation in response to a small, but otherwise arbitrary, perturbing charge distribution.

In the next section, we shall derive the explicit expression for the full susceptibility operator for a system undergoing small, nondiffusive, fluctuations. However, it will also be useful to introduce a related but simpler parameter, which gives a partial characterization of the dielectric response of the system. Let us define the scalar quantity $\alpha$ by the equality:

$$A = -\frac{1}{2} \langle \xi \rangle \cdot (\hat{\alpha} f) = -\frac{1}{2} \langle \xi \rangle \cdot f.$$  \hspace{1cm} (15)

Strictly speaking, $\alpha$ is the projection of the operator $\hat{\alpha}$ onto a certain one-dimensional subspace. By construction, $\alpha$ contains precisely all the information necessary to characterize the relaxation free energy of the system in response to $\rho$. Therefore, we may refer to $\alpha$ as an “effective scalar susceptibility.” Unlike $\hat{\alpha}$, the scalar susceptibility is a function of $\rho$. For example, if $\rho$ is made up of a single perturbing point charge, then $\alpha$ is a function of the position of this charge. In what follows, when we speak of the susceptibility we shall frequently be referring not to the complete susceptibility operator $\hat{\alpha}$, but to its most useful part, the projection $\alpha$.

**Expression of the susceptibility for a nondiffusive system**

The relaxation free energy and the susceptibility $\hat{\alpha}$ are determined by the fluctuations of the unperturbed system. As a result, very simple, analytical expressions can be obtained for these quantities. Let us first assume that the perturbing charge density $\rho$ is made up of a single point charge $q$. The Coulomb interaction $V_{\text{Coul}}$ between the perturbing charge and the protein can be expanded as a power series of the variables $u_i, \delta_{q}$, where $\delta_{q}$ is the vector joining the mean position of atom $i$ to the test charge $q$, and $u_i$ is the instantaneous displacement of atom $i$ from its mean position. Inserting this expansion into Eq. 9 and neglecting terms of order four or more, the relaxation free energy takes the form:

$$A = -\frac{q^2}{2kT} \sum_{i} \frac{q_i q_j}{r_{ij}^2} \left( (u_i \cdot \delta_{q_i}) (u_j \cdot \delta_{q_j}) \right)_{\text{stat}}.$$  \hspace{1cm} (16)
The first- and third-order term have vanished by symmetry. The summation is over all pairs of atoms $i,j$. This expression is valid in the limit of small fluctuations. Denoting $r'$ (respectively $r^1$, $r^2$) the component of a vector $r$ along $s$ (respectively $y$, $z$), we have:

$$A = -\frac{q^2}{2kT} \sum_{ij} \sum_{r'_{ij}} \sum_{\text{all medication}} \sum_{a,b} r'^a_{ij} r'^b_{ij} (u^a_{i+} u^b_{j-})_{le}.$$  \hspace{1cm} (17)

Let us introduce the mean correlation matrix $M$ of the instantaneous atomic dipoles, defined by:

$$M_{a,b} = q q^* \langle u^a_{+} u^b_{-} \rangle_{le}.$$  \hspace{1cm} (18)

We see that the expression Eq. 17 of the relaxation free energy can be rewritten in a very simple matrix form: $A$ is none other than

$$A = -\frac{1}{2kT} \mathbf{f} \cdot (\mathbf{Mf}).$$  \hspace{1cm} (19)

This is the approximate relaxation free energy of an arbitrary set of non-diffusive charges (such as a protein) in response to a vanishingly small, static point charge $q$. It depends on the fluctuations of the unperturbed set of charges through the matrix $M$, and on the position and magnitude of the perturbing charge through the vector $f$. The derivation assumes that the fluctuations of the atoms are small with respect to the atoms' distance from the perturbing charge, i.e., it is valid in the limit of small atomic fluctuations. For a folded protein, with a well-defined average structure, this should in many cases be a weak assumption.

The preceding expression of the relaxation free energy can be immediately generalized to an arbitrary set of perturbing charges. Consider two such charges, $q_1$ and $q_2$. The relaxation free energy $A$ can be written (with obvious notations):

$$A = -\frac{1}{2kT} \left[ (\mathbf{V}_{12}^2) - (\mathbf{V}_{11}^2) \right] - \frac{1}{2kT} \left[ (\mathbf{V}_{22}^2) - (\mathbf{V}_{22}^2) \right]$$

$$-\frac{1}{kT} \left[ (\mathbf{V}_{12}^2) - (\mathbf{V}_{12}^2) \right].$$  \hspace{1cm} (20)

Let $r_{1i}$ and $r_{2i}$ be the distances from the mean position of atom $i$ to the charges 1 and 2. $\langle \mathbf{V}_{12}^2 \rangle_{le}$ can be expanded with respect to the quantities $u_{r_{1i}}$ and $u_{r_{2i}}$, just as $\langle \mathbf{V}_{11}^2 \rangle_{le}$ was expanded earlier with respect to $u_{r_{1i}}$. The calculation is virtually identical, and leads to

$$\langle \mathbf{V}_{12}^2 \rangle_{le} = \frac{q^2}{2kT} \sum_{i,j} \sum_{r_{1ij}} \sum_{r_{2ij}} \sum_{a,b} r'^a_{ij} r'^b_{ij} (u^a_{i+} u^b_{j+})_{le}$$  \hspace{1cm} (21)

$$\approx \mathbf{f}_1 \cdot (\mathbf{Mf}_2).$$  \hspace{1cm} (22)

$f_i$ denotes $f (q = q_i)$. We obtain finally:

$$A \approx -\frac{1}{2kT} (\mathbf{f}_1 \cdot \mathbf{f}_2) \cdot (\mathbf{Mf}_1 + \mathbf{Mf}_2).$$  \hspace{1cm} (23)

The cross-wise term $\mathbf{f}_1 \cdot (\mathbf{Mf}_2)$ represents the coupling between the polarization induced by $q_1$ and that induced by $q_2$.

Clearly, the analogous formula holds for a set of $p$ perturbing point charges:

$$A \approx -\frac{1}{2kT} \sum_{i=1}^{p} (\mathbf{f}_i \cdot (\mathbf{Mf}_i)).$$  \hspace{1cm} (24)

where

$$f_{le} = \sum_{i=1}^{p} f_i.$$  \hspace{1cm} (25)

An arbitrary perturbing charge density $\rho$ can be expressed as an infinitesimal sum of point charges. Therefore the relaxation free energy again takes the form

$$A \approx -\frac{1}{2kT} \left( \mathbf{f} \cdot (\mathbf{Mf}) \right).$$  \hspace{1cm} (26)

Comparing Eqs. 11 and 26, we see that the susceptibility operator $\alpha$ is approximately equal to the dipole–dipole correlation matrix $M$ divided by $kT$:

$$\alpha \approx \frac{1}{kT} \mathbf{M}.$$  \hspace{1cm} (27)

This expression is valid for a non-diffusive system, in the limit of small $u_{r_{1i}}$; it will be convenient to speak of the "small-fluctuation" limit.

The existence of a relationship between the dielectric properties and the microscopic correlations of atomic positions is a well-known and general property of polar fluids. It was first pointed out by Kirkwood (29) and Fröhlich (30) in the case of polar, nonpolarizable, fluids. Their theory has been extended to more complex fluids by a large number of authors (31, 32). In particular, fluids containing free ions have been analyzed (e.g., 31, 33, 34). Our analysis focuses on nondiffusive systems. The analytical, small-fluctuation form of the susceptibility has several consequences that should be noted here. First, if the "protein" contains only a single charge $q_i$, and if the perturbation $\rho$ is made up of a single point charge $q$, then

$$A \approx -\frac{q^2}{2kT} \sum_{r_{1i}} \langle (u^2) \rangle_{le}$$  \hspace{1cm} (28)

where $x$ is the axis joining the protein charge to the perturbing charge. The corresponding susceptibility is

$$\alpha = \frac{q^2 \langle (u^2) \rangle_{le}}{kT}.$$  \hspace{1cm} (29)

The protein-perturbing charge distance does not enter into $\alpha$. The susceptibility is determined by the fluctuations of the unique protein atom along the protein charge-test charge axis. The reason for this is clear. When the test charge is introduced, the "protein" relaxation is simply a motion of the protein charge toward or away from the test charge. The amplitude of this relaxation is directly reflected by the softness of the unperturbed fluctuations along this direction. This result is accurate to the fourth order with respect to

$$\left[ (u^2) \right]^{1/2} r_{1x}.$$  \hspace{1cm}

To a higher accuracy, fluctuations of the protein charge along the other two spatial directions also make small contributions to the susceptibility. In general, we expect that soft fluctuations of polar groups will give rise to large local susceptibilities, because these groups can move extensively along their soft degrees of freedom in response to a perturbation.

Second, if we compare the expressions 5 and 18 of $\alpha$ and $M$, we see that the conjugate quantity $x_{le}$ is given (in the small-fluctuation limit) by

$$x_{le} = q x_{le}.$$

$$\left[ (u^2) \right]^{1/2} r_{1x}.$$  \hspace{1cm} (30)
In the small-fluctuation limit, $\chi$ is given by the list of the instantaneous dipoles on each atom. When $f$ is applied, the average of these instantaneous dipoles becomes nonzero, and proportional to $f$.

The analytical form of the susceptibility has a third consequence, which concerns the quasi-harmonic description of the protein dynamics (35). In the quasi-harmonic approximation, the protein is assumed to be vibrating along a set of quasinoormal modes. These are obtained by diagonalizing the displacement correlation matrix $\sigma_i$, defined by:

$$\sigma_{i,j} = \langle u_i^* u_j \rangle. \quad \text{(31)}$$

Thus the quasi-harmonic approximation is designed to preserve the correlations of the atomic displacements. As a result, the quasi-harmonic approximation also preserves the dipole correlation matrix $M$. In other words, in the limit where the atomic fluctuations are small, the quasi-harmonic approximation leads to exactly the same dielectric properties as the full molecular dynamics model.

Finally, in the harmonic approximation, we have the relationship

$$\langle u_i^* u_j \rangle \approx kT. \quad \text{(32)}$$

Thus

$$M \approx kT, \quad \text{(33)}$$

and the susceptibility operator $\hat{\alpha}$ is independent of the temperature. In other words, the temperature dependence of the dielectric properties is an effect of the anharmonicity of atomic motions. If the system becomes frozen into a local energy minimum at low temperature, its vibrations will become roughly harmonic, and the reorganization free energy for charge transfer should become roughly independent of the temperature (provided quantum corrections are not important). This has implications for the kinetics of electron-transfer proteins.

### Dielectric saturation

Our formalism also provides a way to directly predict dielectric saturation effects in biomolecules. Consider the perturbation free energy due to a finite perturbing charge $q$. We cannot expand this free energy as a power series of the perturbing potential $V_{\text{ext}}$. For a vanishing perturbing charge, the relaxation free energy is just the second order term, given in Eq. 9, proportional to $q^2$. For a finite perturbing charge, the third- and higher-order terms produce a deviation from this behavior, which is to be interpreted as the effect of dielectric saturation. To calculate this effect, we calculate the complete relaxation free energy, which has the general form:

$$A(q) = -kT \ln[(\exp(-v_{\text{rel}}kT))_{\text{th}} - \langle V_{\text{rel}} \rangle_{\text{th}}] \quad \text{(34)}$$

The difference between $A(q)$ and the second-order term measures dielectric saturation. Dividing $A(q)$ by the square of the field $f$ of the charge, we obtain a quantity $\alpha_{\text{q}}(q)$. By analogy to the expression 15 of $A$, we can view $\alpha_{\text{q}}(q)$ as an effective susceptibility:

$$A(q) = -\frac{1}{2} f \cdot \{\alpha_{\text{q}}(q) f \}. \quad \text{(35)}$$

This effective susceptibility provides an equivalent, and slightly more convenient, measure of the dielectric saturation.

### Fröhlich-Kirkwood dielectric constant of a protein

The analysis based on the generalized susceptibility gives a purely microscopic description of the protein's dielectric behavior. It is of interest to complement this analysis with a simpler, independent analysis, based on a macroscopic model. Let us therefore view the protein momentarily as a macroscopic system, and estimate its dielectric constant from Fröhlich-Kirkwood theory (30). This dielectric constant is a simple indicator of the average dielectric properties of the molecule. Such an estimate (24,25,1) can be compared with dielectric measurements on protein powders, and to the empirical dielectric constants used in continuum models of the Tanford-Kirkwood type. We treat the protein as a macroscopic sphere of radius $R$. Assigning a point polarizability $\alpha_i$ to each atom $i$, the high-frequency dielectric constant is obtained from the Clausius-Mossotti equation:

$$\frac{\varepsilon - 1}{\varepsilon + 2} = \frac{\alpha_{\text{tot}}}{R^3}. \quad \text{(36)}$$

The total electronic polarizability $\alpha_{\text{tot}}$ is approximately equal to the sum of the individual atomic polarizabilities:

$$\alpha_{\text{tot}} = \sum_i \alpha_i. \quad \text{(37)}$$

The difference is of order two with respect to the dipole-dipole tensor of the protein (1). The overall dielectric constant can then be related to the instantaneous dipole moment $M_{\text{dp}}$, which arises from the reorientation of permanently polarized groups such as the peptide bond. Two situations can arise. If the protein is embedded in an infinite medium that has the same dielectric constant as itself, then Fröhlich's relation applies:

$$\frac{(\varepsilon + 2)\varepsilon - \varepsilon}{3\varepsilon} = \frac{\langle M_{\text{dp}}^2 \rangle}{kTR}. \quad \text{(38)}$$

If the protein is surrounded by a vacuum, then an analogous relation, derived by Simonsen et al. (1), applies:

$$\frac{\varepsilon - \varepsilon}{3\varepsilon} = \frac{\langle M_{\text{dp}}^2 \rangle}{3kTR}. \quad \text{(39)}$$

($\cdot$) represents a Boltzmann average over the spontaneous fluctuations of $M_{\text{dp}}$ in the absence of applied field.

### Methodology of the simulations

The calculations presented below were done using the program X-PLOR (36). The susceptibility can be calculated using either the exact expression (9) of the relaxation free energy, or using the small-fluctuation form (19). The latter form assumes the test charge is not too close to the protein atoms. Because the atomic displacement correlation matrix is available in X-PLOR and other molecular dynamics packages, it is straightforward to implement the expression (19) in these packages. This method is considerably faster than the use of the exact expression (9). The two methods will be compared below.

The model systems considered here are deca-alanine and cytochrome c. Rather than rely on the normal mode approximation, full molecular dynamics simulations were performed. As previously, the model includes all atoms explicitly, except for CH, CH2, and CH3 groups, which are treated as extended atoms. Hydrogen bonding is described purely in terms of electrostatic interactions, and the model does not include many-body induction forces. The Charmm/Param19 force field was used (37). The simulations were performed in vacuo.

In the case of deca-alanine, the N-terminus was blocked by a CH3—CO group, and the C-terminus was blocked by an NH—CH3 group. The starting structure was obtained by building an idealized helix, then doing energy minimization. Four separate simulations were
done, including a total of 40 ps of equilibration and 150 ps of data collection. Newton's equations of motion were integrated using a timestep of one femtosecond. Bonds to hydrogen atoms were constrained with the algorithm SHAKE (38). Coupling to a 298 K temperature bath was performed using the method of Berendsen et al. (39), with a characteristic coupling time of 0.1 ps. No cutoff was used for nonbonded interactions. The overall rotation of the molecule, which arises from small errors in the integration, was removed by least-squares fitting the instantaneous structure to a reference structure.

In the case of cytochrome c, the starting structure was the x-ray structure of tuna ferrixytochrome c (40). Bond constraints, temperature coupling, and time step were the same as for deca-alanine. Electrostatic interactions were shifted to zero at a cutoff distance of 12 Å. Random initial velocities were assigned, and 30 ps of equilibration performed, followed by 90 ps of data collection. Since the simulations were done in vacuo, there are in effect no long-range forces in the system. Therefore truncation of the electrostatic forces beyond 12 Å should be a minor approximation. If a protein in solution were considered, a continuum correction would be necessary to compensate for such truncation. In the case of spherical truncation, for example, the continuum correction to the free energy of a point charge is the well-known Born energy.

In the cytochrome c calculations, a perturbing test charge was actually placed on atoms within the protein. Atoms separated by one or two bonds from the test charge were excluded from the perturbation potential.

In the calculations of the Fröhlich-Kirkwood dielectric constants, the radius $R$ was taken to be the radius of the sphere with the same radius of gyration as the protein. The polarizabilities $\alpha$ were set to $1 \text{ Å}^2$ for heavy atoms and $0.5 \text{ Å}^2$ for hydrogen atoms.

### 3. DECA-ALANINE RESULTS

#### Structure and fluctuations of deca-alanine

The r.m.s. atomic fluctuations during the 150 ps of molecular dynamics simulation are described in Tables 1 and 2, and Fig. 1. The results for the oxygen and amide hydrogen atoms are given apart, as they make the largest contribution to the susceptibilities. The results of the normal mode calculation are given for comparison. The average molecular dynamics fluctuation is 0.61 Å, including all atoms. The harmonic result was 0.35 Å. The larger motion of the helix termini, illustrated in Fig. 1, does not occur in the harmonic approximation. The mean, simulated structure deviates from the initial,

<table>
<thead>
<tr>
<th>Residue number</th>
<th>All atoms</th>
<th>Backbone</th>
<th>Oxygens, amide hydrogens</th>
<th>Oxygens, amide hydrogens, harmonic approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.28</td>
<td>1.36</td>
<td>1.11</td>
<td>0.32</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>0.76</td>
<td>1.06</td>
<td>0.40</td>
</tr>
<tr>
<td>3</td>
<td>0.49</td>
<td>0.41</td>
<td>0.53</td>
<td>0.39</td>
</tr>
<tr>
<td>4</td>
<td>0.39</td>
<td>0.34</td>
<td>0.39</td>
<td>0.37</td>
</tr>
<tr>
<td>5</td>
<td>0.39</td>
<td>0.34</td>
<td>0.43</td>
<td>0.37</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>0.36</td>
<td>0.42</td>
<td>0.36</td>
</tr>
<tr>
<td>7</td>
<td>0.42</td>
<td>0.37</td>
<td>0.46</td>
<td>0.36</td>
</tr>
<tr>
<td>8</td>
<td>0.41</td>
<td>0.36</td>
<td>0.44</td>
<td>0.39</td>
</tr>
<tr>
<td>9</td>
<td>0.48</td>
<td>0.42</td>
<td>0.53</td>
<td>0.43</td>
</tr>
<tr>
<td>10</td>
<td>0.60</td>
<td>0.51</td>
<td>0.65</td>
<td>0.44</td>
</tr>
<tr>
<td>11</td>
<td>0.83</td>
<td>0.70</td>
<td>0.92</td>
<td>0.45</td>
</tr>
<tr>
<td>12</td>
<td>1.47</td>
<td>1.54</td>
<td>1.34</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Root mean square fluctuations (Å) of atomic positions, averaged over each residue of the helix (counting the two terminal blocking groups $CH_3 - CO$ and $NH - CH_3$, as residues 1 and 12, respectively).

energy minimum structure by 0.25 Å, and the structure shows no systematic drift during the simulation.

### Fröhlich-Kirkwood dielectric constant of deca-alanine

Before analyzing the microscopic dielectric properties of the deca-alanine, it is instructive to view the molecule as a macroscopic dielectric body, and to estimate its overall dielectric constant from Fröhlich-Kirkwood theory (30), as described in Materials and Methods. The high-frequency dielectric constant $\varepsilon_\infty$ was previously estimated to be 1.7 (1). The effective molecular "radius" is 7

![Figure 1](image-url)
The total dielectric constant is then estimated from the simulation to be 3.3, using the in vacuo expression (Eq. 39) of \( \varepsilon \). The harmonic value was 2.3 (Table 3). The larger molecular dynamics fluctuations are responsible for the larger dielectric constant. Obviously, decalanine is not really a macroscopic, spherical, dielectric medium, so these values are merely rough indicators of its dielectric behavior. As such, both of these results are compatible with experimental observations of protein powders, as well as with empirical values commonly used in macroscopic models (23). Note that if the “infinite medium” expression (Eq. 38) of \( \varepsilon \) were used, we would obtain a rather different value of \( \varepsilon = 2.8 \). Therefore it is indeed important, if deriving the dielectric constant from a vacuum simulation, to use the Fröhlich-type relation that is actually adapted to a vacuum situation.

**Dielectric behavior of decalanine**

To probe the microscopic dielectric properties of the molecule we introduce a perturbing point test charge. To study the variation of the susceptibility over the surface of the molecule, we consider the solvent-accessible surface of the molecule. Because \( \alpha \) helices in proteins frequently interact with charged ligands located 2–4 Å away, a second surface is derived by translating the solvent-accessible surface 4 Å away from the molecule, along the local normal to the surface. This 4 Å surface was approximated by a discrete dot-surface using the program MS of Connolly (41). The test charge’s position was varied over this discrete dot-surface. Surface maps of all the relevant quantities were thus obtained. A vanishingly small test charge was considered, as in our previous, harmonic calculations. Two finite test charges, \( q = 1 \) atomic unit and \( q = 1/4 \) atomic unit, were also considered, to estimate the importance of dielectric saturation. “Exact” calculations (based on the exact expression 9) were done using a 60-ps segment of the trajectory. Unless specified, the results presented below are derived from this exact calculation. Approximate calculations, based on the analytical, small-fluctuation expression (19) were also done, using the entire 150 ps trajectory.

The perturbation free energy \( A_{\text{tot}} \) has a static component, \( A_{\text{static}} \), and a relaxation component, \( A \) (Eq. 7). The first term is just the interaction of the test charge with the mean, unperturbed structure: \( A_{\text{static}} = (V_{\text{total}})_{0} \). The second term determines the susceptibility: \( A = -\alpha f^{2} \). The averages of the different energy terms over the surface map are given in Table 4. These terms include \( A_{\text{static}}, A \), and the electronic relaxation free energy (from reference 1) \( A_{\text{elec}} \). The average of the absolute magnitude \( |A_{\text{tot}}| \) is also given. These all refer to a vanishingly small test charge, by construction, and they are all in kcal/mol/Å units; i.e., they are normalized to a unit charge, for convenience. The analogous free energy terms are given for the finite charges \( q = 1/4 \) au and \( q = 1 \) au. The averages of the susceptibility \( \alpha \), the two effective susceptibilities \( \alpha_{\text{eff}}(q = 1/4) \) and \( \alpha_{\text{eff}}(q = 1) \), and the electronic susceptibility \( \alpha_{\text{elec}} \) are given as well. The variances of all these quantities over the surface map are shown in parentheses, to give an idea of the spatial nonuniformity of the dielectric properties. (Note that these are spatial variances, and not estimates of the statistical errors.)

The average of \( \alpha \) is 1.77 Å. The harmonic result was 1.58 Å. (The slightly different result given by Simonson et al. [1] is an average over both the 4-Å surface and the analogous 2-Å surface.) The average of \( \alpha_{\text{eff}}(q = 1/4) \) is 1.88 Å; the average of \( \alpha_{\text{eff}}(q = 1) \) is 1.72 Å. Note that the difference between \( \alpha \) and \( \alpha_{\text{eff}}(q = 1/4, 1) \) is a direct measure of dielectric saturation. Note also that the average electronic susceptibility was previously found to be 0.92 Å. For a negative test charge in the region of positive molecular potential, around the \( N \)-terminal half of the molecule, \( A_{\text{static}} = -|A_{\text{elec}}| \approx -9.2 \) kcal/mol/Å. Therefore the total interaction free energy of the test charge with the helix is about \( -9.2 - 2.8 - 1.8 = -13.8 \) kcal/mol/Å. For points close to the \( N \)-terminus, the free

| TABLE 4 | Susceptibilities averaged over 4 Å surface of decalanine |
|----------------|-------------------|-------------------|
|               | Molecular dynamics | Normal modes      |
| \( \alpha \)  | 1.77 (1.33)        | 1.58 (0.94)       |
| \( \alpha_{\text{eff}}(q = 1/4) \) | 1.88 (1.80) | — |
| \( \alpha_{\text{eff}}(q = 1) \) | 1.72 (1.54) | — |
| \( \alpha_{\text{elec}} \) | 0.92 (0.04) | — |
| \( A_{\text{elec}} \) | 2.1 (10.6) | — |
| \( |A_{\text{elec}}| \) | 9.2 (5.5) | — |
| \( A(q \to 0) \) | 2.8 (2.4) | 3.0 (1.6) |
| \( A(q = 1/4) \) | 3.1 (3.3) | — |
| \( A(q = 1) \) | 2.7 (2.0) | — |
| \( A_{\text{tot}} \) | 1.8 (0.6) | — |

Dielectric susceptibilities (Å³) and relaxation free energies of decalanine averaged over surface map. The variances over the surface map are given in parentheses. Molecular dynamics and normal mode results. The electronic component \( \alpha_{\text{elec}} \) is also shown. The relaxation free energies are given in kcal/mol/Å; i.e., they are normalized to a unit charge.
energy is much lower: subtracting two standard deviations of $\Delta_{\text{unk}}$, and $A$, we get $-13.8 - 11.0 - 4.8 = -29.6$ kcal/mol/e. 25% of this number is relaxation free energy. These numbers correspond to charges 4 Å away from the helix.

To permit a simple representation of the susceptibility's spatial variation, the susceptibility maps were averaged over the surface of each residue of the helix. Fig. 2 shows the susceptibility as a function of residue number. The result of a normal mode calculation is given as well as the molecular dynamics result.

Fig. 3 illustrates the effect of dielectric saturation by comparing the susceptibility $a$ and the effective susceptibilities $\alpha_{e}(q = \frac{1}{4})$ and $\alpha_{e}(q = 1)$. Saturation is clearly not important when finite charges of 1 au and $\frac{1}{4}$ au are considered. The differences between the three test charges are estimated to be within the statistical error of the calculation.

Fig. 4 illustrates the convergence of the susceptibility as a function of the length of the simulation. The 60-ps trajectory segment is compared with a separate 30-ps segment, and to a 15-ps segment. (The 15-ps result is actually an average of the results given by two separate 15-ps segments, the two halves of the 30-ps segment.) Because of computational cost, exact calculations were not done on longer trajectory segments. However, the approximate, analytical, small-fluctuation expression of $\alpha$ can easily be used with very long time-segments.

Fig. 5 compares the analytical calculation to the “exact” calculation; three analytical calculations are shown, corresponding to time-segments of 60, 120, and 150 ps, respectively. The agreement is good, with an absolute r.m.s. difference between the exact calculation and the 150-ps analytical calculation of only 0.13 Å². The largest deviation is at the helix C-terminus, where the displacements are large, and the analytical approximation not as good. The analytical results show a systematic increase with the length of the trajectory. The difference between 120 and 150 ps is small, indicating that the Boltzmann averaging has essentially converged after 150 ps.

To assess the correlation between the susceptibility and the local atomic mobility somewhat, we decomposed the susceptibility into two parts. The first part does not include the correlations between different atoms; rather it is obtained from the sole diagonal elements of the correlation matrix $M$. It is a sum of terms of the form

$$\frac{q_{i}^2\langle u_{i}^2 \rangle}{r_{ij}^4}.$$

---

**FIGURE 2** Susceptibility $\alpha$(Å²) of deca-alanine as a function of residue number. Molecular dynamics (bold); normal modes (light).

**FIGURE 3** Effective susceptibilities $\alpha_{e}(q)$ (Å²) of deca-alanine, for different finite charges, as a function of residue number. Vanishing small charge (bold), $\frac{1}{4}$ au charge (medium), and 1 au charge (light).

**FIGURE 4** Susceptibilities (Å²) of deca-alanine, for different trajectory lengths, as a function of residue number. 60 ps (bold), 30 ps (medium), and 15 ps (light).
It is thus a weighted sum involving the local mobility, the local polarity, and the proximity of the test charge. The second part is the remaining, "off-diagonal," part of the susceptibility. The second term is more complex, and involves the cross-correlations between atoms. The diagonal contribution represents, roughly, the interaction of the test charge with the polarization it induces; the off-diagonal contribution represents the interaction of this polarization and itself. The correlation coefficient between the complete susceptibility and its diagonal part may be taken as a useful measure of the relationship between the susceptibility and the local mobility and polarity. This correlation coefficient is found in this case to be 0.68. Fig. 6 shows the decomposition of the (analytical) susceptibility obtained from the 150-ps trajectory into its diagonal and off-diagonal parts. The total susceptibility appears as a small difference between two large quantities. The details of this small difference are a function of the correlations between atomic fluctuations in the vicinity of the test charge, as much as of the local mobility and polarity.

4. CYTOCHROME C RESULTS

Structure and fluctuations of cytochrome c

The r.m.s. deviation of the mean simulated structure from the initial x-ray structure is 2.1 Å, including all heavy atoms. The deviation for different classes of atoms is shown in Table 5, which also includes data corresponding to three successive segments of the trajectory. The evolution of the potential energy and the temperature during the course of the simulation are shown in Figs. 7 and 8. The potential energy exhibits a slow and irregular drift, underlying the higher frequency, random fluctuations. This drift reflects the exploration of successive, and progressively lower, energy minima by the computer model, since the starting crystal structure is not a global energy minimum in vacuum conditions. The deviation of the calculated atomic positions from the observed values exhibits a similar drift. The r.m.s. atomic fluctuations have an average value of 0.65 Å. The value derived from the harmonic approximation was 0.38 Å. The molecular dynamics values are in good agreement with values derived from the experimental Debye-Waller factors (Table 6, Fig. 9). To extract the intramolecular fluctuations from the experimental Debye-Waller factors, the

<table>
<thead>
<tr>
<th>TABLE 5 R.M.S. deviation from x-ray structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>all atoms</td>
</tr>
<tr>
<td>heme</td>
</tr>
<tr>
<td>protein</td>
</tr>
<tr>
<td>backbone</td>
</tr>
<tr>
<td>side chains</td>
</tr>
<tr>
<td>6 Å shell</td>
</tr>
<tr>
<td>9 Å shell</td>
</tr>
<tr>
<td>12 Å shell</td>
</tr>
<tr>
<td>15 Å shell</td>
</tr>
<tr>
<td>18 Å shell</td>
</tr>
</tbody>
</table>

Root mean square deviation (Å) of cytochrome c simulation from x-ray structure. Results are given for several classes of atoms, and for atoms within different spherical shells. The 6-Å shell designates atoms < 6 Å from the molecular centroid. The 9-Å shell designates atoms between 6 and 9 Å from the centroid; and so on.
latter were uniformly corrected for translational disorder by Northrup et al. (42), using an ad hoc procedure involving one adjustable parameter. This procedure required that the average values of the corrected temperature factors for the interior atoms be equal to the simulated values. The corrected values were taken directly from the paper of Northrup et al., and have not been readjusted to fit our results.

**Fröhlich-Kirkwood dielectric constant of cytochrome c**

As in the case of deca-alanine, we calculated the Fröhlich-Kirkwood dielectric constant of cytochrome c, viewed as a macroscopic dielectric sphere. The value of $\varepsilon_\infty$ was previously estimated to be 2.0. The overall dielectric constant in the harmonic case was estimated to be 2.9. In the molecular dynamics case, we obtain 3.5. The charged surface side chains are mostly responsible for this increase. If the charges of these side-chains are scaled by a factor of 0.3, as is sometimes done in molecular dynamics simulations, a dielectric constant of 2.8 is obtained. This latter result can be taken to represent the dielectric constant of the protein interior. In the harmonic approximation, scaling charged surface residues by 0.3 (or zero) has only a slight effect, reducing the dielectric constant to 2.5. In this approximation, the charged surface side chains are constrained to be in a local energy minimum, and cannot perform particularly large motions. These results are grouped in Table 7.

<table>
<thead>
<tr>
<th>TABLE 6 Simulated r.m.s. atomic fluctuations</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-Ray</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>all atoms</td>
</tr>
<tr>
<td>heme</td>
</tr>
<tr>
<td>protein</td>
</tr>
<tr>
<td>backbone</td>
</tr>
<tr>
<td>side chains</td>
</tr>
<tr>
<td>6 Å shell</td>
</tr>
<tr>
<td>9 Å shell</td>
</tr>
<tr>
<td>12 Å shell</td>
</tr>
<tr>
<td>15 Å shell</td>
</tr>
<tr>
<td>18 Å shell</td>
</tr>
</tbody>
</table>

Simulated r.m.s. fluctuations (Å) in cytochrome c. Results are given for several classes of atoms, and for atoms within spherical shells of different radii. The harmonic (light) and x-ray (dotted) results are also given.
TABLE 7  Fröhlich-Kirkwood dielectric constant of cytochrome c

<table>
<thead>
<tr>
<th>Calculation protocol</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>2.9</td>
</tr>
<tr>
<td>NM, surface charges multiplied by 0.3</td>
<td>2.5</td>
</tr>
<tr>
<td>MD</td>
<td>3.5</td>
</tr>
<tr>
<td>MD, surface charges multiplied by 0.3</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Dielectric constant of cytochrome c estimated from the molecular dynamics (MD) and normal mode (NM) simulations. The molecular radius is 17 Å and $\varepsilon_0 = 2.0$.

**Dielectric behavior of cytochrome c**

To probe the spatial variation of the dielectric properties throughout the cytochrome c molecule, a perturbing test charge was placed successively on each of the 104 α-carbons of the polypeptide chain, and the corresponding susceptibility calculated. The average susceptibilities are given in Table 8, along with the variances along the polypeptide chain. (As with deca-alanine, note that these are spatial variances, unrelated to the statistical errors.) The different components of the interaction free energy of the charge with the surrounding protein are given as well. The average susceptibility was found to be $\langle \alpha \rangle = 1.57$ Å$^2$. This value is smaller than the value of 1.9 Å$^2$ previously obtained using the harmonic approximation, despite the fact that the r.m.s. atomic fluctuations are larger in the molecular dynamics calculation. The mean electronic susceptibility was previously estimated to be 0.73 Å$^2$. We see that for a finite charge $q = 1$ au, the total interaction free energy $A_{tot}$ can be as large in magnitude as $-60$ to $-100$ kcal/mol/e. The relaxation free energy $A_{rel}$ is quite large compared with the static part $A_{static}$. However we should note that for such large free energies, our simple, one-step, perturbation calculation is very crude; it is really meant to be used for smaller, partial charges.

The variation of the dipolar susceptibility $\alpha$ along the polypeptide chain is shown in Fig. 10. This figure also shows the r.m.s. fluctuation of each residue around its mean position. The location of charged side chains is also indicated. As in the case of deca-alanine a correlation is seen between the susceptibility and the local mobility and polarity. Near the large peak at residues 85–88, for example, the mobility is very large and at the same time there is a concentration of charged residues. We can calculate the direct contribution of the charged residues to the susceptibility, to quantify further the relationship between local mobility and polarity. The resulting $C_\alpha$ susceptibilities have an average value of only 0.46 Å$^2$ and a standard deviation of 0.77 Å$^2$. The correlation coefficient between the complete susceptibility and the contribution of the charged residues is 0.59.

The susceptibility is also correlated with the distance of the α-carbon from the center of the molecule, or alternatively, its distance from the surface. Fig. 11 shows the susceptibility as a function of the α-carbon’s distance from the molecule’s centroid. These values are given as a scatter-plot. A smoothed curve is obtained by averaging the values over 1 Å spherical shells, centered at the molecule centroid. The smoothed harmonic values are also shown for comparison. The susceptibility at the iron atom of the heme group was found to be 0.63 Å$^2$, less than half of the average value. The dipolar susceptibility increases strongly near the protein surface. This contrasts with the electronic susceptibility, which is virtually

![Figure 10](image)

Dielectric susceptibility (Å$^2$) of cytochrome c averaged over the α-carbons of the polypeptide chain. The variances over the polypeptide chain are given in parentheses. Molecular dynamics and normal mode results.

**Figure 10**  R.m.s. fluctuations (Å) of each residue (lower curve), and susceptibility $\alpha$ (Å$^2$) at the α-carbon (upper curve), as a function of the residue number. (Residue zero represents the methyl carbon blocking the N-terminus.) The two dashed lines indicate the average values for the two curves. Dots superimposed on the lower curve signal the location of charged residues along the polypeptide chain.
uniform throughout the molecule, as shown by its small variance.

To estimate the spatial range of the dielectric screening, we calculated the susceptibility at each α carbon using an increasingly small cutoff for the electrostatic interactions. For convenience, this was done in the context of the normal mode approximation. The cutoff for the normal mode calculation was **not** varied, but only the cutoff used to derive the susceptibility from the normal modes. The results are shown in Fig. 12. The mean susceptibility decreases with increasing cutoff, converging to 1.90 Å² for a cutoff > 12 Å. With a 6-Å cutoff sphere, the mean susceptibility is 2.3 Å², just 22% greater than the exact result. This behavior is due to the correlations between atoms within the cutoff sphere and those without. Indeed, the susceptibility decreases with the size of the cutoff sphere because the more distant atoms are not very effective in screening the test charge, but exert constraints (of an electrostatic nature) on the orientation of the inner atoms. The more distant atoms do not directly provide much additional screening, but they do limit the freedom of the inner charges to reorient themselves in response to the perturbation.

As in the case of deca-alanine, dielectric saturation was investigated by considering two finite charges of 1 au and ¾ au. The average effective susceptibilities obtained with these test charges are α_{_eff}(q = ¾) = 1.40 Å² and α_{eff}(q = ¾) = 0.70 Å², respectively (Table 8). The spatial variation of these susceptibilities is shown in Figs. 13 and 14. For the test charge q = 1 au, the effective susceptibility is attenuated by more than one half as a result of dielectric saturation, and the spatial variation of the susceptibility is greatly reduced.

To test the validity of the small-fluctuation limit, and test how well the correlation matrix M approaches the full susceptibility operator, we calculated the correlation matrix for that part of the structure within 8 Å of the heme. This matrix was then used to estimate the susceptibility of the heme atoms. The results were compared with the harmonic results and the exact results. The three mean values, the absolute r.m.s. deviations, and the mean correlation coefficients between the three calculations are given in Table 9. The absolute r.m.s. deviation is defined as

\[
D = \left(1/n \sum_{i} (\alpha_{i}^{(1)} - \alpha_{i}^{(2)})^2\right)^{1/2},
\]

where the index \(i\) runs over all atoms.

**Figure 11** Susceptibility \(\alpha (\text{Å}^2)\) at the cytochrome \(c\) α-carbons as a function of their distance (in Ångstroms) from the molecule's centroid. The molecular dynamics susceptibilities are shown as a scatter-plot, and as a smoothed curve, where the susceptibilities are averaged over concentric spherical shells of 1 Å thickness. Smoothed curves are given for the molecular dynamics (bold) and harmonic (light) results.

**Figure 12** Mean susceptibility \(\alpha (\text{Å}^2)\) at the cytochrome \(c\) α-carbons as a function of the radius (Å) of the cutoff sphere used in the susceptibility calculation. The normal mode approximation was used. (The cutoff for the normal mode calculation is fixed at 12 Å).

**Figure 13** Susceptibilities \(\alpha\) (bold), \(\alpha_{eff}(q = ¾)\) (medium, dashed) and \(\alpha_{eff}(q = 1)\) (light) (Å²) at the cytochrome \(c\) α-carbons as a function of residue number.
the sum is over the heme atoms. The mean correlation coefficient is defined as

\[ C = \frac{\sum_{i=1}^{n} (\alpha_i^{(1)} - \alpha_{\text{mean}}^{(1)}) (\alpha_i^{(2)} - \alpha_{\text{mean}}^{(2)})}{\left( \sum_{i=1}^{n} (\alpha_i^{(1)} - \alpha_{\text{mean}}^{(1)})^2 \right)^{1/2} \left( \sum_{i=1}^{n} (\alpha_i^{(2)} - \alpha_{\text{mean}}^{(2)})^2 \right)^{1/2}} \]  \hspace{1cm} (41)

\( \alpha_{\text{mean}} \) denotes the average susceptibility of the heme atoms. The correlation between the exact and the small-fluctuation results is 52%; and the correlation between the small-fluctuation and harmonic results is 56%. The exact and harmonic results have only a 24% correlation over the heme. The absolute r.m.s. differences between the three calculations are fairly small, however.

Convergence of the Boltzmann averaging was examined by comparing the two halves of the trajectory. The \( \alpha \) carbon susceptibilities as a function of residue number are shown in Fig. 15 for each half of the trajectory. The peak in the 85–88 region is absent in the second half of the trajectory. At the same time, the mobility of the charged residues in this region is reduced during this half of the trajectory. Near the midpoint of the trajectory, the residues Lys 87, Lys 88, and Glu 90 all undergo conformational changes, as shown in Fig. 16. These changes appear to be responsible for the change in local dielectric properties.

![Figure 14](image1.png)  \hspace{1cm} (Figure 14) Susceptibilities \( \alpha \) (bold), \( \alpha_{\text{med}} \) (medium, dashed), and \( \alpha_{\text{light}} \) (light) (\( \text{A}^2 \)) at the cytochrome \( \alpha \) carbon atoms as a function of their distance from the molecule's centroid.

![Figure 15](image2.png)  \hspace{1cm} (Figure 15) Susceptibilities on the \( \alpha \) carbons as a function of residue number, calculated from the full 90 ps trajectory (light), and the two 45-ps halves of the trajectory (dark). (Inset) R.m.s. atomic displacement \( u \) (\( \text{A} \)) averaged over each residue as a function of residue number, calculated from the full 90 ps trajectory (light), and the two 45-ps halves of the trajectory (dark). The grey dots signal the location of charged residues along the polypeptide chain. The dot-dash curves correspond to the first half of the trajectory.

![Figure 16](image3.png)  \hspace{1cm} (Figure 16) The angle \( N-C_{\alpha}-N \) plotted as a function of time for lysines 87 (light, lower) and 88 (light, upper); the angle \( N-C_{\alpha}-C_{\alpha} \) as a function of time for Glu 90 (bold).

### Table 9: Correlation between three heme susceptibility calculations

<table>
<thead>
<tr>
<th></th>
<th>Exact</th>
<th>Analytical</th>
<th>Harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (variance)</td>
<td>0.84 (0.12)</td>
<td>0.53 (0.14)</td>
<td>0.57 (0.19)</td>
</tr>
<tr>
<td>Correlation</td>
<td>Exact</td>
<td>analytical</td>
<td>harmonic</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>52</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>56</td>
<td>100</td>
</tr>
<tr>
<td>R.m.s. deviation</td>
<td>Exact</td>
<td>analytical</td>
<td>harmonic</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.17</td>
<td>0</td>
</tr>
</tbody>
</table>

Mean values (\( \text{A}^2 \)), absolute r.m.s. differences (\( \text{A}^2 \)), and correlation coefficients (percent) of the three susceptibility calculations on the heme atoms.
5. DISCUSSION

The results of the preceding sections call for a number of comments. In this section we first consider the results on deca-alanine, then the results on cytochrome c, and finally we examine their implications for our working hypothesis: a functional variation of the susceptibility in proteins.

Analysis of the deca-alanine results

The calculated fluctuations of the helix are consistent with previous studies of deca-glycine (43, 44). The calculated r.m.s. displacements of the previous and present studies, for all but the two terminal residues and their blocking groups, are 0.39 and 0.35 Å, respectively in the harmonic case, and 0.58 and 0.45 Å with full molecular dynamics at 300 K. Thus, for deca-glycine, Levy et al. observed r.m.s. molecular dynamics fluctuations at 300 K about one and a half times as large as the harmonic fluctuations. They noted that the radial displacements, along the direction normal to the helix axis, were approximately harmonic at room temperature. We find that the whole central part of deca-alanine behaves very much as in the harmonic model, with only the first and last alanines and their blocking groups deviating strongly from this behavior. Because of this, it is not surprising that the dielectric behavior of the helix is calculated to be similar to our previous, harmonic results (1). The average dipolar susceptibility, 1.77 Å³, is close to its harmonic value of 1.58 Å³. This is almost double the electronic susceptibility. We can extrapolate our previous conclusion, that the electrostatic coupling between these two types of relaxation is a small corrective effect.

The free energy of interaction between the test charge and the helix is quite large near the helix termini. For a negative charge near the N-terminus, the total perturbation free energy can be as large as −30 kcal/mole, though the test charge is located 4 Å away from the helix. The contribution of dipolar relaxation, A, represents typically ~25% of this.

The spatial variation of the dipolar susceptibility is large, with several differences from the harmonic behavior. The susceptibility is over 2.5 Å³ at both ends of the helix, and close to 1 Å³ in the middle. Note that residue 5, where the susceptibility is large, is spatially adjacent to the N terminus. The large terminal susceptibilities are clearly correlated with the larger mobility and polarity of these regions: there are two NH groups not involved in hydrogen bonds at the N terminus, and two CO groups at the C terminus. We saw in Materials and Methods that soft fluctuations of polar groups give rise to a large susceptibility, because these groups can move extensively along their soft degrees of freedom in response to a perturbation. In this case, not only are hydrogen bond donors or acceptors present, but they are mobile, and therefore available to screen perturbing charges. In the harmonic case however, the large N terminal susceptibility is absent. This discrepancy is due to at least two factors. First of all, in the harmonic case, the N terminus is no more mobile than the helix middle; both have an r.m.s. displacement of 0.37 Å (O and H atoms). The C terminus has an r.m.s. displacement of 0.43 Å. Second, we saw that the susceptibilities are small differences between a positive, diagonal contribution, and a negative, off-diagonal contribution. Both contributions explicitly depend on local polarity and mobility, while their difference is largely determined by the correlations between atomic fluctuations. Thus, we expect that subtle differences in local dynamics can produce fairly large differences in susceptibilities. Indeed, the correlation coefficient between the complete susceptibility and its diagonal part is only 0.68. It is interesting to note that the overall shape of the harmonic susceptibility curve is quite similar to that of the 15 ps molecular dynamics results (Fig. 4). This suggests that anharmonic effects become significant in this system on a time-scale longer than 15 ps.

In the harmonic case, a few low-frequency modes of vibration account for the spatial variation of the susceptibility (1). With full molecular dynamics, a quasiharmonic analysis of the trajectory would be needed to investigate this possibility. However, the nearly harmonic behavior of the helix, and the rough agreement of the susceptibilities, suggest that the same conclusion may carry over to the anharmonic case.

The Boltzmann averages have not converged after 60 ps of simulation; the small-fluctuation results show that ~150 ps are necessary for convergence. This is especially true near the helix termini, where the mobility is greater, and more conformations are available to the structure. Given the smooth, systematic difference between the analytical results for different time-segments, it seems unlikely that further averaging will change any of our results qualitatively. The small-fluctuation results agree quite well with the exact ones when residue averages are compared, as in Fig. 5. The largest difference is at the C terminus, where the large atomic displacements affect the accuracy of the analytical calculation. The first term neglected in the small-fluctuation susceptibility is on the order of \( \langle u_i r_{\mu i} \rangle \), where \( i \) is a helix atom. For our 4-Å surface, and near the C terminus, \( u_i r_{\mu i} = \frac{3}{4} \), and \( \langle u_i r_{\mu i} \rangle \approx 1/256 \). Since the observed difference between exact and small-fluctuation results is much larger than 0.4%, higher order terms must be contributing to the exact results. The exact susceptibility tends to be larger than the small-fluctuation result, suggesting
that the exact result would eventually converge to values somewhat larger than the 150 ps small-fluctuation values.

Dielectric saturation was estimated by considering finite test charges of 1 and $1/2$ au. The relaxation free energies for these charges were calculated in a single perturbation step (Eq. 9). This is known to be inaccurate for energies much greater than $kT$ (e.g., reference 45). For our $1/2$ au charge, the relaxation free energies are about $-0.2$ kcal/mol on average (Table 4). Therefore our estimate of dielectric saturation is expected to be quite accurate for this charge. For the 1- au charge, the relaxation energies are about $-3$ kcal/mol on average. For such large energies, the trajectory of the unperturbed helix does not sample enough of the conformations where $\exp(-\beta V)$ is large, $V$ being the interaction energy between the perturbing charge and the helix. These are the conformations made probable by the perturbing charge. Because of this the quantity $\exp(-\beta A)$ is underestimated, the relaxation free energy $A$ is overestimated, and the effect of saturation is overestimated. This sampling error can be viewed as an underestimate of the effect of electrostriction (as defined by Jayaram et al. [47] in their analysis of dielectric saturation around ions in water). For the 1- au charge, our estimate of saturation is therefore rough, though probably of the right order of magnitude. We see that the dielectric saturation is not significant when the $1/2$ au and 1 au charges are considered. The field of the 1 au test charge at the nearest deca-alanine atoms is $\sim 10$ $kT/eÅ$. Alper and Levy (46) found that in molecular dynamics simulations of water, the polarization response to an external field $E$ was linear in the range $E < 0.1$ $kT/eÅ$ and nonlinear beyond. Jayaram et al. (47) analyzed the polarization of water surrounding an ion in Monte Carlo simulations, and observed a linear response up to at least $10$ $kT/eÅ$. Note that saturation is expected to occur for lower fields in proteins than in water, because they are much less polarizable than water.

One final comment concerns the agreement between the microscopic dielectric model and the macroscopic continuum model. These two models are compared in Fig. 17. The electronic susceptibility $\alpha_{elec}$ is compared with the susceptibility calculated from a finite-difference continuum model, using a dielectric constant of 1.7 for the helix (the estimated high-frequency dielectric constant of deca-alanine). The results are taken from reference 1. The total susceptibility $\alpha + \alpha_{elec}$ is also compared with a continuum calculation, using a dielectric constant of 3 for the helix. This value was chosen to optimize approximately the fit between the macroscopic and microscopic calculations. The total susceptibilities calculated using the continuum model do not agree with the microscopic susceptibilities $\alpha + \alpha_{elec}$ calculated here, any more than they agreed with our previous, harmonic results. Their average value (1.29 Å$^2$) could be adjusted further; but their spatial variability (standard deviation 0.25 Å$^2$) is markedly too small. In contrast, the continuum model does reproduce the nearly uniform electronic susceptibilities very well.

**Analysis of the cytochrome c results**

Tuna ferricytochrome c contains four aspartates, five glutamates, two arginines, and sixteen lysines. The heme charge is $-2$ au, and the terminal groups were modeled as neutral, so the overall charge is $+7$ au, and the molecule has a strong positive overall potential. The in vacuo simulation obviously does not account for screening of this potential by solvent molecules or counterions. This will have a large effect on the calculated susceptibilities.

The behavior of the simulation is consistent with previous simulations of cytochrome c in vacuo (42), with a similar deviation from the x-ray structure (2.1 Å) and similar r.m.s. fluctuations for different groups of atoms. The r.m.s. fluctuations also agree closely with those derived from experimental Debye-Waller factors. Actually, recent work has shown that the Debye-Waller factors from refined protein structures effectively contain little information about the internal dynamics of proteins, but reflect mainly the overall translation libration of the molecule (48). What information there is agrees with our results. The mobility is greater than in
the harmonic calculation, and increases more sharply near the molecule's surface. The r.m.s. fluctuation of the charged surface side chains, for example, is 0.91 Å, compared with 0.74 Å for all side chains. In the harmonic case, charged and uncharged side chains both have an r.m.s. fluctuation of 0.41 Å. At the molecule's surface the molecular dynamics fluctuations are thus double the harmonic ones.

The free energy of interaction of the test charge with the protein is large, and the component due to dielectric relaxation is also large. The magnitude of the static term ($|A_{\text{stat}}| \sim 18$ kcal/mol/e) is consistent with values of protein charge-charge interactions in bovine pancreatic trypsin inhibitor (49). The electronic contribution $A_{\text{elec}}$ to $A_{\text{tot}}$ is $-23 \pm 4$ kcal/mol/e, which is larger than the values calculated by Russell and Warshel (49) for ionizing various side chains in BPTI; their average electronic contribution for four side chains is only $-4.2$ kcal/mol/e. However, since their calculation included the surrounding water, it is possible that the electronic relaxation within the protein was affected by the solvent relaxation.

The calculated dielectric behavior of cytochrome c is consistent overall with that of deca-alanine, of several other helical polypeptides (1), as well as of the disk of protein of tobacco mosaic virus (Simonson and Perahia, unpublished results). It is also much more complex than that of deca-alanine, due to the numerous charged groups, the larger anharmonicity, the increased possibility of local conformation changes, and the difficulty in calculating accurately mean fluctuations, given the large number of degrees of freedom. These difficulties are aggravated because the charged groups are unscreened by solvent, and the calculations are therefore very sensitive to the details of their dynamics. One consequence of this is that the agreement of the molecular dynamics susceptibilities with the harmonic susceptibilities is poor. The mean values for the $\alpha$ carbons are similar: 1.77 Å$^3$ and 1.90 Å$^3$, respectively. However, the absolute r.m.s. difference between the two sets is 1.35 Å$^3$. Despite the greater molecular dynamics fluctuations, the susceptibilities calculated by molecular dynamics are slightly smaller than the harmonic results, with a particularly large discrepancy at the protein surface (Fig. 11). This is evidently the opposite trend to what we would expect from the local mobility. This discrepancy is due to at least three factors. The first factor is the uncertainty of the susceptibilities of the surface regions, due to the uncertainty of the Boltzmann sampling, especially in the absence of solvent screening. The second factor is the importance of interatomic correlations in determining the susceptibility. We saw in the case of deca-alanine that these correlations are just as important as the local mobility/polarity, because of cancellations between the diagonal and off-diagonal parts of the susceptibility operator. The third factor is that the harmonic susceptibilities, unlike the molecular dynamics susceptibilities, were calculated in the small-fluctuation limit.

Nevertheless, the conclusions of our previous study remain valid, for the molecular dynamics results exhibit the same qualitative features as the harmonic ones. The mean value is similar, and is again more than double the mean electronic susceptibility of 0.73 Å$^3$. The spatial variation along the polypeptide chain is smaller than in the harmonic case, but still quite large. Most importantly, the susceptibility, when averaged over spherical shells, is again found to increase regularly going from the center of the molecule to its surface. The susceptibilities on the heme atoms are again particularly weak. The susceptibility on the iron atom is, for example, 0.63 Å$^3$, less than half the average value. The average susceptibility on the heme is 0.83 Å$^3$.

There are five regions along the polypeptide chain where the susceptibility is above average: at Thr 9, at residues 54–58, around the large 85–88 peak, and at the two termini. The susceptibility at a given $\alpha$ carbon is a local property, determined by short-range charge-dipole interactions. Indeed, except for the 54–58 region, the susceptibility peaks are all in regions where the local mobility is greater than average, particularly the 85–88 region. The concentration of charged side chains is quite large in two of these regions, the $N$-terminus and the 85–88 region. More generally, the increase of the susceptibility near the protein surface is correlated with increasing mobility and polarity. At the same time though, the direct contribution of the charged residues to the susceptibility only represents 0.46 Å$^3$ on average, and has a correlation with the full susceptibility of just 59%. Thus it is not altogether surprising that there is a large spread of susceptibilities for some values of the depth within the protein. As noted above, the relationship between local mobility/polarity and susceptibility appears to be fairly complex. Local correlations between the atomic displacements play an important role, with diagonal and off-diagonal parts of the dipole–dipole correlation matrix tending to cancel each other.

The importance of dielectric saturation is found to be greater than in deca-alanine. The relaxation free energies are larger in this case, so the estimate is much rougher. For a unit charge, dielectric saturation reduces the average relaxation by one half. For the $\frac{1}{4}$ au charge, although the average effect of saturation is smaller, the local effect is very large in regions of high susceptibility. For example, the peak at residues 85–88 is completely destroyed by saturation. Note that saturation effectively extends the range of dielectric screening somewhat. Indeed, when a finite perturbing charge is considered, the screening of nearby atoms is reduced by dielectric saturation. For more distant atoms, the perturbing field
is smaller and thus saturation is smaller. The relative importance of the distant atoms is therefore increased.

The validity of the small-fluctuation approximation, and thus the accuracy with which the correlation matrix $M$ approaches the susceptibility operator, was examined for the heme atoms. The agreement with the exact calculation is only qualitative, with a correlation coefficient of 52% and an absolute r.m.s. shift of 0.34 Å$^2$ (Table 9). Since the test charges considered here are actually within the protein, the ratios $u/r_m$ are larger than in the deca-alanine case, i.e., the fluctuations are effectively larger. The analytical calculation does reproduce the most important feature of the exact calculation, the low overall heme susceptibility.

The convergence of the Boltzmann averaging as a function of trajectory length is illustrated in Fig. 15. This figure shows the susceptibility at each $\alpha$ carbon as a function of residue number, for three time segments: the full 90-ps time segment, and its two 45-ps halves. There are large susceptibility differences between the two halves of the trajectory in certain parts of the chain. In particular, the largest susceptibility peak, around residues 85–89, is completely absent when only the second half of the trajectory is considered ($t = 75$ to $t = 120$ ps).

When the r.m.s. fluctuations are calculated from the second half of the trajectory, the mobility of this region is also changed. The charged residues Lys 86–88, Glu 90, and Arg 91 all have significantly reduced mobilities. Fig. 16 suggests that this is due to conformational shifts that occur during the simulation. The charged residues Lys 87, Lys 88, and Glu 90 all undergo sharp reorientations near the midpoint of the data collection. In other words, a local, probably concerted, conformation change occurs involving a few charged residues, modifying the local structure and dynamics, and completely modifying the local dielectric properties. This shows that it is difficult to sample all the relevant conformation states during a short simulation, and difficult to establish convergence of the sampling. This also shows that different conformational substates can exist with different local dielectric properties. This may have biological significance, since in charge-transfer proteins, for example, catalytic activity depends directly on local dielectric properties. In addition, this kind of conformational substate could perhaps be observed experimentally by spectroscopic measurements, such as fluorescence measurements. Indeed, in some proteins, the lifetime of the fluorescent excited state is mainly determined by the charge transfer properties of the fluorophore environment. The rate of decay of the fluorescence anisotropy would then be affected by changes in the local dielectric properties produced by conformational changes. If discrete substates exist, as in our simulation, they will give rise to a discrete set of relaxation times, such as was observed recently in thioredoxin (50).

In summary, we encounter at least four difficulties when calculating the dielectric susceptibilities of cytochrome $c$. First, the susceptibility has a subtle and sensitive dependence on the local structure, dynamics, and polarity; the details of the dielectric behavior appear to be determined by the correlations between atomic fluctuations. Second, the protein contains twenty-eight charged residues and a charged heme. Free energy calculations in charged systems are intrinsically difficult (e.g., references 45 and 6). In our calculation the solvent is absent, so that these charges are largely unscreened: their charges, and the details of their fluctuations, are seen in full by much of the molecule. Third, the small-fluctuation limit (and a fortiori the harmonic approximation) appears to be a rough approximation when considering perturbing charges within the protein. Fourth, the large fluctuations make it difficult to sample completely the relevant charges. This is especially true for the important charged surface side chains. These side chains can undergo conformation changes that modify the local structure and dynamics.

Despite these difficulties, all our calculations agree as to the magnitude of the susceptibility and its overall spatial variation throughout the protein. When a spatial region such as the heme is considered in detail, the two small-fluctuation calculations (harmonic and anharmonic) are in fair quantitative agreement, and the two full molecular dynamics calculations (exact and small-fluctuation limit) agree more qualitatively. More analysis of the relationship between susceptibility, structure, and dynamics is necessary, and currently underway.

**Spatial variation of the dielectric properties and its possible functional significance**

We emphasized in the Introduction that in enzyme-catalyzed charge transfer reactions, the dominant contribution to the reorganization free energy comes from the solvent, due to its large dielectric constant. Nevertheless, the contribution of the protein relaxation, considered in this paper, is not negligible. In cytochrome $c$ for example, the contribution of dipolar relaxation ($A$) to the total interaction ($A_{in}$) between our test charge and the protein is estimated to be around $-20$ kcal/mol/e, for a finite 1-au charge. This can be compared with the interaction between a small charge in a protein and the surrounding solution, calculated roughly from a continuum model (16), and which is on the order of a few tens of kcal/mol/e. It can also be compared with the total change in solvation free energy upon ionizing an acidic
group in a protein, which is on the order of $-70$ kcal/mol/e (49). Clearly, although the solvent polarization may dominate enzyme reorganization free energies, there is a considerable advantage to lowering the contribution of the protein relaxation. As a result, Simonson et al. (1) suggested that enzymes may improve their efficiency by providing a dielectric susceptibility in the vicinity of the active site that is lower than in the rest of the molecule. More generally, we suggested that the spatial variation of the dielectric properties throughout a protein may have functional significance. Our results, obtained in the framework of a full molecular dynamics model, confirm and broaden the conclusions of our previous, harmonic analysis with regard to this hypothesis. First of all, they give an explicit microscopic estimate of the average importance of dielectric relaxation, including saturation effects. The susceptibilities obtained are compatible with macroscopic dielectric constants of $\sim 2-4$, as shown by the calculated Fröhlich-Kirkwood dielectric constants. Second, they give an estimate of the spatial variability of the dielectric properties in proteins, which is found to be quite large. In cytochrome $c$ we observe variations of the susceptibility by a factor of three over just a few Ångstroms. These variations result from the dipolar component of the susceptibility, the electronic susceptibility being uniform. The atomic point polarizability model, in combination with a near-uniform set of polarizabilities, is evidently too simple to account realistically for inhomogeneous electronic effects, such as must arise in conjugated groups. Dielectric saturation is seen to reduce the amplitude of the relaxation in cytochrome $c$, particularly in local regions of large susceptibility.

In the two systems analyzed, decalin and cytochrome $c$, the spatial variations of the susceptibility do indeed correlate with functional activity. The large susceptibilities of the decalin termini are mainly due to the free hydrogen bond donor and acceptor groups. Their large fluctuations in the unperturbed helix indicate that these groups have considerable liberty to reorient themselves in response to a perturbing charge. This sheds a new light on a well-known property of $\alpha$ helices, their capacity to stabilize charged or polar groups in proteins. Hol (51) pointed out for example that in over twenty phosphate-binding proteins, $\alpha$ helices participate in the ligand-binding through hydrogen bonds at their $N$ terminus. This has long been recognized as an effect of the polarity of the helix (52). However the capacity of these terminal groups to rearrange themselves so as to optimize the hydrogen bonding is also a factor. The dipolar susceptibility measures precisely the importance of structural relaxation of the helix, including the terminal groups, and our results give a quantitative estimate of its magnitude. At typical ligand binding distances from the helix, the dipolar relaxation free energy of the helix is about $-3$ kcal/mol for a perturbing charge of 1 au. This is not a negligible contribution, notwithstanding the further contributions of the solvent, the electronic degrees of freedom, and the permanent charges of the protein. In summary, the spatial variation of the susceptibility of decalin is compatible with, and suggestive of, a functional role for the spatial variation of the susceptibility in real $\alpha$ helices.

In cytochrome $c$, the importance of the dielectric properties of the protein and solvent is even clearer. These properties determine the reorganization free energy for electron transfer to and from the protein. To be precise, the susceptibility tensor of the heme atoms determines this energy. Since the protein has a low average dielectric constant, the relaxation free energy in response to charge transfer is low. What we have shown is that in the heme region of the structure, the protein's contribution to the local susceptibility is much lower than in the rest of the structure. Loosely speaking, the heme region has a local dielectric constant that is less than half the average dielectric constant of the molecule. This effect is of course small compared with the contribution of the solvent relaxation to the reorganization free energy. But it is not negligible. It must be taken into account in any quantitative analysis of electron-transfer kinetics to and from cytochrome $c$. In summary, the spatial variation of the susceptibility within cytochrome $c$ is compatible with, and suggestive of, a functional role for the spatial variation of the susceptibility.

6. CONCLUSIONS

This article pursues the development of a microscopic theory of the dielectric properties of proteins. The theory combines elements of linear response theory with techniques of free energy calculation. It incorporates all the relevant contributions to dielectric screening in these systems: dipolar relaxation, electronic relaxation, and electrostatic coupling between the two. The latter two contributions were analyzed previously, while this study concentrated on dipolar relaxation. In the small-fluctuation limit simple analytical formulae are obtained.

The theory was previously presented in the context of the normal mode approximation, considering only the protein's response to perturbing point charges. We have now extended the theory to include a full anharmonic description of the system's dynamics, and to deal with the relaxation in response to an arbitrary perturbing charge density. This enables us in principle to investigate the full complexity of a protein's microscopic dielectric behavior. Several aspects have been addressed thus far,
such as the nature of the motions contributing to the susceptibility, the role of short- and long-period fluctuations, and the dependence of the susceptibility on the simulation time; the importance of dielectric saturation; how well the dipole–dipole correlation matrix represents the full susceptibility operator. The existence of two conformational substates with very different local dielectric properties was observed in the cytochrome c simulation. Such substates could perhaps be detected experimentally by fluorescence measurements on real proteins. We have also shown how the reorganization free energy associated with charge transfer can be calculated in this approach, in the small-fluctuation limit. Some of the difficulties and limitations of the method have been discussed. More detailed analysis of these is underway. In particular it is crucial to investigate the contribution of the solvent to the relaxation free energies.

We have applied this approach to dec-a alanine and cytochrome c in an effort to test our working hypothesis: does the spatial variation of the dielectric susceptibility within proteins contribute to their activity? Our results suggest that the binding of charged ligands by a helices in proteins is affected not only by the presence of hydrogen bond donors at the N terminus, but also by the flexibility of these donors, which manifests itself in the form of a large, local, dipolar susceptibility. In the case of cytochrome c, the particularly low susceptibility found in the heme region implies a particularly low contribution of dipolar relaxation to the reorganization free energy for electron transfer. This in turn contributes directly to the protein’s efficiency. Thus our results, although they do not constitute a proof, are indeed compatible with our working hypothesis.

A referee pointed out a missing factor \( \frac{1}{2} \) in the relaxation free energy. Arieh Warshel made helpful comments on the manuscript.
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