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Michael J. Schnieders’ Recent advances in computational chemistry have producedreceived 24 April 2009
Timothy D. Fenn,”° Vijay S. force belds based on a polarizable atomic multipole descrip#\°cepted 13 June 2009
Pandé* and Axel T. Brunger* tion of biomolecular electrostatics. In this work, the Atomic
Multipole Optimized Energetics for Biomolecular Applica-
tions (AMOEBA) force bPeld is applied to restrained
“Department of Chemistry, Stanford, CA 94305, rapnement of molecular models against X-ray diffraction data
USA, "Department of Molecular and Cellular 0 etide crystals. A new formalism is also developed to
Physiology, Stanford, CA 94305, USA, and . o . X
°Howard Hughes Medical Institute, USA compute anisotropic and aspherical structure factors using fast
Fourier transformation (FFT) of Cartesian Gaussian multi-
poles. Relative to direct summation, the FFT approach can
Correspondence e-mail: pande@stanford.edu,  giye g speedup of more than an order of magnitude for
brunger@stanford.edu . . .
aspherical rebnement of ultrahigh-resolution data sets. Use of
a sublattice formalism makes the method highly parallelizable.
Application of the Cartesian Gaussian multipole scattering
model to a series of four peptide crystals using multipole
coefpcients from the AMOEBA force bPeld demonstrates that
AMOEBA systematically underestimates electron density at
bond centers. For the trigonal and tetrahedral bonding
geometries common in organic chemistry, an atomic multipole
expansion through hexadecapole order is required to explain
bond electron density. Alternatively, the addition of inter-
atomic scattering (IAS) sites to the AMOEBA-based density
captured bonding effects with fewer parameters. For a series
of four peptide crystals, the AMOEBADBIAS model lowered
Riree Dy 20D40% relative to the original spherically symmetric
scattering model.

1. Introduction

The number of X-ray crystal structures in the Protein Data
Bank (PDB) with a resolution of higher than 1.0 8ontinues

to increase rapidly (Bermart al, 2000). In late 2002, there
were already over 100 structures available at subatomic
resolution (Afonine & Urzhumtsev, 2004), while as of early
2009 the number had more than tripled to well over 300.
Examples include the proteins lysozyme at 0.68Wanget al,
2007), aldose reductase at 0.86(Howard et al, 2004) and
serine protease at 0.78 &Kuhn et al, 1998), as well as nucleic
acid structures such as B-DNA at 0.7 (Kielkopf et al,
2000), Z-DNA at 0.60%\(Tereshkoet al, 2001) and an RNA
tetraplex at 0.61YDenget al, 2001). Crystals that diffract to
high resolution are ideal for studying valence-electron distri-
butions (Jelsctet al, 2000; Muzeet al, 2003; Zarychtat al,
2007; Volkowet al, 2007; Coppens & Volkov, 2004) that dictate
the electrostatic properties of macromolecules. Electrostatics,
in turn, is one of the driving forces in protein and nucleic acid
folding, which should be understood in detail in order to
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predict biomolecular thermodynamics and kinetics (Snetv  tensors is well known, with key relationships having been
al,, 2002, 2005; Sorin & Pande, 2005; Pagida, 2003). In this  presented by Stone (1996) and Applequist (1989, 2002).
work, we contribute an improved theory and algorithm for  We apply Cartesian Gaussian multipoles to restrained
computing the anisotropic and aspherical valence-electroncrystallographic rebnements based on the Atomic Multipole
density of molecules for X-ray crystal structure rebnement. Optimized Energetics for Biomolecular Applications
Calculation of structure factors is generally based on scat{AMOEBA) force-Peld electrostatic model (Ponder & Case,
tering factors debned by the isolated-atom model (IAM), 2003; Ren & Ponder, 2002, 2003, 2004; Schniedeak 2007;
which assumes that the electron density around each atonSchnieders & Ponder, 2007). The AMOEBA electrostatic
is spherically symmetric. However, subatomic resolutionmodel is based on the superposition of permanent atomic
diffraction data capture aspherical features of the electron multipoles truncated at quadrupoles and induced dipoles.
density that result from bonding and the local chemical Permanent electrostatics represents the electron density of a
environment. The difference between the IAM and the true group of atoms in the absence of interactions with the envir-
electron density is debPned as the deformation density. Foronment, which may include other parts of the molecule or
example, aspherical electron-density models of diamondsolvent. Groups are chosen to be relatively rigid in order to
silicon and germanium developed by DeMarco and Weiss andavoid conformational variability in the permanent multipole
later by Dawson explained the peaks of deformation density atmoments. Conversely, the induced dipoles of AMOEBA
bond midpoints observed in the experimental data (Dawson,represent polarization, the response of the electron density to
196'A4,b,c; DeMarco & Weiss, 1965). In these works, the IAM the local electric beld.
was augmented by atom-centered spherical harmonic expan- Force belds are widely used to restrain macromolecular
sions, whose physical consequence was to redistribute electrarbnement by contributing forces to local optimizations and
density from nonbonding lobes into the tetragonal arrange- molecular dynamics (Btogeret al, 1987), with the latter used
ment of bond centers. within simulated-annealing algorithms to promote global
Avariety of radial functions have been used in combination optimization (Brunger, 1988, 1991; Bngeret al, 1989, 1990,
with atom-centered spherical harmonic expansions. Modibed 997; Kuriyaret al, 1989; Adamet al, 1997; Brager & Rice,
Gaussians were promoted by Dawson (1867a set of 1997). Up to now, force belds in crystallography have been
harmonic oscillator wavefunctions by Kurki-Suonio (1968) largely limited to the geometric and repulsive terms and have
and more recently a formalism based on Slater-type orbitalshad no inBuence on the atomic scattering factors. Therefore,
(STO) was described by Stewart and coworkers (Epstdial, rePnement using a scattering model based on AMOEBA
1977; Cromeet al, 1976; Stewart, 1979, 1977) and by Hanserelectrostatics is novel and lends insight into the progress being
& Coppens (1978), which represents the current standardmade in the development of precise, transferable force pelds.
(Jelschet al, 2005; Zarychtaet al, 2007; Volkovet al, 2007;  Another limitation of the use of force belds for restraining
Coppens, 2005). However, spherical harmonics are not the-ray rebPnement has been the lack of proper treatment of
only basis set available to describe the angular dependence dbng-range electrostatic interactions, which is overcome in this
the deformation density. work via use of particle-mesh Ewald summation (PME;
We brst present a formulation of anisotropic and asphericalDarden et al, 1993; Essmanet al, 1995; Saguet al, 2004).
atomic densities based on Cartesian Gaussian multipoles, In addition to AMOEBA, polarizable force belds are being
which leads to much simpler formulae for the calculation of studied by a number of other groups. Maple and coworkers
structure factorszia direct summation in reciprocal space than have pursued a model similar to AMOEBA, but with the
the STO-based theory of Hansen & Coppens (1978). We alsgpermanent moments truncated at dipole order, which has
demonstrate that Cartesian Gaussian multipoles allow theshown promising results for proteinbligand complexes
computation of structure factorsia fast Fourier transforma- (Friesneret al, 2005; Mapleet al, 2005). As an alternative
tion (FFT) of the real-space electron density (Cooley & Tukey, to induced dipoles, Patel and Brooks employed a Buctuating-
1965). The latter approach, originally proposed by Ten Eyckcharge model of polarization (Patel & Brooks, 2006), while
(1973, 1977), is the basis of the efbcient macromoleculatamoureux and Roux have demonstrated success using clas-
rebnement algorithms (Binger, 1989; Afonine & Urzhum- sical Drude oscillators (Lamoureust al, 2006; Lamoureux &
tsev, 2004; Afoninet al, 2007; Agarwal, 1978) implemented in Roux, 2003). In addition to polarization, Gresh and coworkers
programs such a€NS (Brunger et al, 1998; Brunger, 2007) have developed a methodology to include nonclassical effects
and PHENIX (Adams et al, 2002). The sublattice method such as electrostatic penetration and charge transfer (Gresh,
implemented iINCNS lends itself to efbcient parallelization 2006; Grestet al, 2007; Piquemadt al, 2006, 2007).
(Brunger, 1989). Although classical potentials can be validated against
Boys originally proposed Cartesian Gaussian functions asa range of experimental observables, for example small-
basis functions to solve the many-electron Salinger  molecule solvation energies (Shigsal, 2003; Shirts & Pande,
equation (Boys, 1950). The advantage of Gaussians over STA2005), high-resolution diffraction data can pinpoint dep-
in this context is that two-electron integrals have analytic ciencies in an electrostatics model with high precision. For
forms, which has led to the adoption of Gaussian basis sets foexample, we show that truncation of permanent atomic
manyab initio calculations (Hehreet al, 1969, 1970). We note multipoles at quadrupole order limits the ability of the
that the equivalence of spherical harmonics and CartesiaPAMOEBA model to place charge density at bond midpoints.
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We use an efbcient solution to this limitation by rebning space andvice versa Consider the canonical spherically
partial charges at bond centers as originally proposed bysymmetric Gaussian atomic scattering factor (Agarwal, 1978),
Afonine et al.(2007). oy o iD
. o g 4" 21 2]
f n,.#-r# $ | 3u4u #rﬁ— ZHGXD<%7); ||1#
is1b; b;
2. Theory where g and b; are constant parameters btted tb initio
2.1. Subgrid fast Fourier transform calculations on isolated atoms (this work is based on a sum of

The starting point for this work is the subgrid fast Fourier Six Gaussians) = 6; Su & Coppens, 1998),is an expansion/
transform algorithm (SGFFT), which will be brieBy summar- contraction parameter used to adjust the width of the density
ized (Brenger, 1989). In FFT-based methods, the electron@ndr is a position vector relative to the center of the atom. Its
density is computed over a lattice chosen to be bne enough t& T is given by
avoid aliasing effects at a given resolution. This computation N n bijsj2
can be made more efbcient by an artibcial increase in the friistt $ 3 a exp<% B ); "2H
atomic displacement parameters (ADPs) of all atoms. The 51 '
optimum choice iNCNSv.1.2 (Brunger, 2007) for the ADP wheres is the reciprocal-lattice vector and we have used the
offset and grid size follows the work of Bricogne (2001). An FT debPnition given in AppendixA. The reciprocal-lattice
important point is that the electron density is only computed vector iss = h'A** = (A*)'h, whereh is a column vector
within a cutoff radius around each atom. As the resolution with the Miller indices of a Bragg reRection and is the
increases, the cutoff is increased based on an empirical schenfeactionalization matrix that transforms coordinatas with
to maintain agreement between direct-summation structurerespect to a Cartesian basis to fractional coordinatgs. as
factors and derivatives and the SGFFT calculation (Brunger,debned in a crystallographic basis set. The DebyebWaller
2007). factor (Waller, 1923) is given by

Structure factors are computed by FFT of the electron , . .
density of an asymmetric unit of atoms (Agarwal, 1978). The f's# $ exp'9e2" °s'Usit S
SGFFT is based on factorizing this computation into smallerjn reciprocal space, where each element of the symmetric
FFTs that are computed separately on sublattices, whichpositive-debnite matrixU is debnedvia a Cartesian basis
allows efpcient parallelization since these tasks are indepenconsistent with PDB ANISOU records (Trueblooet al, 1996;
dent (Brunger, 1989; Kay Diederichs, private communication). Grosse-Kunstleve & Adams, 2002). Multiplication of (3) by

CNSVv.1.21 has implemented this approagia an OpenMP  the atomic form factor from (2) gives the scattering factor
environment (courtesy Kay Diederichs, University of

Konstanz; available at http://cns-online.org). Crystallographic T N z": a exp'Y" 25U st o
symmetry is then applied to the structure factors, and the i$1

target function and its derivatives with respect to structure pased onu; that are debned by

factors are evaluated. Symmetry operators are applied to the

derivatives of the target function with respect to the structure Uy Up U b, .
factors followed by inverse Fourier transform. Using the chain U$ | Uy Uy Up | & |3(@ & Uadd>; SH
rule, derivatives of the target function with respect to atomic Usp Uz Uss

parameters are then computed by multiplication and \narey s the artibcial isotropic increase or decrease in the
summation over the local neighborhood around each atom OfADP discussed above ants is a 3' 3 identity matrix
the derivatives of the electron density with respect to atomic Removal ofU_qq analytically from each structure factor after

parameters. . . the FT is straightforward. The only difference, therefore,
Although the original SGFFT method was developed with between eaclU; is the isolated-atom scattering parameter

an isolated-atom description of electron density and isotropic Application of the inverse FT to (4) gives the real-space
ADPs, it is generalizable to aspherical Cartesian Ga“SSiarhnisotropic electron density

multipoles and anisotropic ADPs. All that is needed are
formulae for the electron density and the derivatives of the H A g non #g/@:ziaijUij%lfz exp'%iruiy "G
electron density with respect to atomic parameters, which then i$1

can be inserted into equations (29) and (40) offager (1989).

In the following sections, we develop these necessar
formulae.

where Uj| is the determinant of matrixU; and U is its
¥nverse. This expression can also be viewed as the convolution
of the Gaussian form factor of (1) with the inverse Fourier
transform of the DebyebWaller factor of (3). Although the
underlying isolated-atom scattering factor is spherically
The key mathematical property of Gaussians with respect tosymmetric, convolution with anisotropic ADPs can lead to an
efbcient calculation of structure factors is that they are anangular dependence i#™")(r). Using the relationship that
eigenfunction of the Fourier transform (FT). In other words, a B = 8'2U, one can show that (6) reduces to the isotropic
Gaussian in real space transforms to a Gaussian in reciprocalensity expression reported by Bnger in equation (16) of

2.2. Isolated-atom Gaussian density
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Brunger (1989) if all diagonal elements &f; are equal to #"r# $ O™ 't Yedgr (O P &1 o oF (O 1
Uiso + bi/8" 2 + U,qq With zero off-diagonal components. "4

2.3. Polarizable atomic multipole electron density The potential of the charge density of (12) quickly approaches
the Coulomb potential as increases since the error function

goes to unity such that at large this potential satispes the
Laplace equation and the use of a traceless quadrupole tensor
is still justibed. Application of the Laplace operator to both
sides of (12) gives the negative of a continuous charge density

For the derivation of an atomic multipole expansion from a
collection of point charges we begin with the Taylor expansion
of the electric potentialV(r) at r arising fromn partial point
charges that represent the electron density of an atom,

V' S i G based on Cartesian Gaussian multipoles,
'i”' /i’ S il @ 1 #'rtt $ veqf "ot et & dgr of M MR UL gop o of ™ Pkt
S T o
is1 LT P\@ g jr %! )/, 50 . -
1 @ @ 1 In crystallography the convention is that electron density is
& =gl ositive, so we will keep the negative sign. Therefore, a
2' I;$' i;%! @ @ 'r%l J p i 1 . p g o g . . 1.
is @it 700i)/y 50 negative partial charge equates to positive scattering density.
$ n 1(y | @1& 1I | @ @10/ Inclusion of ADPs is described by convolution of (13) with
mzlq r @2 @ the real-space temperature factor,
n 1 » H#aop TH S #'r# (1"'r# "14%
$ Z(l%! 87 &35! is! o of %%...>?; "4 pop ¥ $i r (.r.
i$1 Based on the convolution differentiation rule
where! ; is the position of partial charge, r § = @@ is one )1 G TS (Ur# + 1 g (U 154

component of the del operatoi$ 2 {x, y, z} and the Greek i . o i ,
subscripts$, % represent the use of the Einstein summation the solution to (14) is given by substituting féfr) in (13) with
convention for summing over tensor elements (Stone, 1996)th€ correspondingt(r) from (6) to give
We omit the constant factor of 1/4, throughout for com- Happ TH $ Yot "t Pt &dgr $#"“d?!u#'r#
tness. Let the monopol ipole and tracel rupol " AT "
pma:)cmeenstsS b: desneg ac;po e, dipole and traceless quadrupole %6 1" gof oF o™ Ptk 164
However, sincey only represents partial atomic charges, the

n
g$ Zci; contributions from valence and core electrons need to be
'3;1 added. Additionally, the AMOEBA force beld divides each
ds $ Yc! i atomic dipole moment into permanend) and induced ()
i$1 ' contributions to account for polarization. Therefore, we
n . . .
" $ 350 ol o %Ll 28 ngyt con;truct the total atomic glectron .denS|ty at a Iogatlon
s zig;zlq o' o %03! TSt relative to the center of atonj by adding the contribution of

core and valence electron density to (16) and splitting the

where removal of the trace in the depbnition of the quadrupole gipole into permanent and induced components to give

moment is allowed because the potential satisbes the Laplac o ) ]
equation {.e.r ?VV = 0). Substitution of the relationships in (8) #upp;"r# $ P™# 5 r# & P % g4, ™t
into the Pnal expression of (7) gives the electric potential in " "L gt " "Ll e

, : , , o & U gHr W I 06 or or Y st
terms of a Cartesian multipole expansion, which we truncate & "dig & UsHro T T A5 o o7 of r

at quadrupole order 1
Vet 0 Y der « & 1 - whereP(? is the integer number of core electrons (carbon has
f Q70050 5 & 3 sof o ‘%#F two) and Pj“’) is the integer number of valence electrons

(carbon has four). The superscripts on the anisotropic Gaus-
sian form factors#j(”")(r) have been made explicit for our
model. We make the reasonable choice of using the isolated-

We now replace the Coulomb potential of (9) with the
potential from the sum of Gaussians from (1), which is given

by atom scattering parameters for both core and valence electron
et nerf'2"l r=b ., densities. The width of the core electron density is frozen at

Ov™rit $ H;Zlai - 1% the isolated-atom description (= 1) based on the observation
that chemical bonding does not perturb it signibcantly
and pnd (Hansen & Coppens, 1978). On the other hand, the width of
BT S Q% dgr 5 & 1 gof of ofOM it n¢ the valence electron density expands or contracts relative to

the isolated-atom model owing to a gain or reduction,
We now introduce unique superscripts on the charge, dipolerespectively, of electron density from or to covalently bonded
and quadrupole Gaussian basis sets, denotedrgyrfq, n-}  atoms. This effect is modeled by the width parameter of the
and {4 g, !}, to allow them to differ in number and width. valence density,. In this work, the dipole and quadrupole
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densities are described by a single Gaussigg £ n. = 1) " n "o "o "
based ona and b parameters set to unity. The widths of the ol $ ,-$Zl#pe’”“ r Y05 &fing, T Yot 1%
dipole and quadrupole densities are controlled by theand
I.. parameters. In this work, the width parametets,{! 4, !+ }
are optimized against the diffraction data for each AMOEBA The derivative of the permanent multipole electron density of
multipole type. The multipole moments are Pxed by the atomj with respect to the$ coordinate of atonj is given by
AMOEBA force beld and are not rePned against the data.

The partial derivatives through second order of the aniso-
tropic and aspherical density debned in (6), which are requwed@ﬁgrmj--,r Yr # ,,C#@#;m.r Yor

for the real-space multipolar density given in (17), are L'g P,
@;35 @;3&
r $#"n:! #lr# $ %|2u #2/03:2 Zn: aijU'j%l=2 it @}g! v#"r %r]# @r %ll;! d#"r %rj#*
§1 &[P"%q] @s i @s
' exp%irt Ut U rug ' "t .
il B2 o iy 1 %12 & @j;%r /#'l;!d#'r Y%r# %1'" 06 Qo #H e %
rgl ot ™ et $ 2" # iSBZlay-JUiJ 0 @s 7 Ty @
" exp%ir Ul ) U Mg H U hug gt S0U7E %%%r of HE e o "o
3

"184

whereug is a unit vector in the direction with$ 2 {x, y, z}. In o ) N
addition, the third-, fourth- and bfth-order terms of the where the derivative of the dipole and quadrupole densities

expansion are presented as supplementary information along'® €ach composed of two terms owing to the chain rule. As
with a Mathematica notebook. described above, the dipole and quadrupole moments of each

To the best of our knowledge, (17) is the brst expressionatom are implicitly a fqnction of its 'coordinates and the
reported in the literature for a real-space form factor that is coordinates of a few of its bonded neighbors (atokjsthat
the convolution of an atomic multipolar electron density with deéPne the local frame of the multipole. Therefore, the deri-
anisotropic ADPs. This equation opens the door to exploring Vative of the permanent multipole electron density of atgm
precise polarizable atomic multipole rePnements in tandemWith respect to the$ coordinate of atomsk must also be
with efbcient computation of structure factowsa FFT. considered,

Given a molecular conformation, the AMOEBA perma-

nent multipole moments for each atom in the global coordi- 8, =022
nate frame @, d, " ) are convertedvia rotation from a local =0l %
frame. For example, as shown in Fig. 1, thaxis of the local O

frame for the carbonyl O atom of the peptide bond is in the q=-0.74

direction of the bond to the carbonyl C atom. Its positive

axis is located in the &=CNC?® plane in the direction of the d.=—-0.49 0, =-071
C® atom and they axis is chosen to give a right-handed gr.:g-gg

coordinate system (Ren & Ponder, 2002). The induced dipole
(u) on each atom is determinedia a self-consistent peld
(SCF) calculation, where the peld is a sum of contributions

+x

from the permanent atomic multipoles and induced dipoles.
The AMOEBA polarization model is described in greater
detail in work by Ren & Ponder (2002).

+;
2.4. Derivatives of the electron density :

oc/
C

o

O—QO0 D

2.4.1. Atomic coordinates. As a simplibcation, the deriva- \
tion up to this point has assumed that the atomic center was N
the origin of the coordinate system. However, for this section Figure 1
on the derivatives with respect to atomic coordinates we placerhe local multipole frame of the carbonyl O atom of the peptide
atomj atr; in the global frame. In order to keep the derivation backbone is shown. The positieaxis is along the €O bond and thex

manageable, we split the total electron density into that axis is chosen in the ©-CNC?® plane in the direction of the €atom. The
! y axis is directed into the page in order to achieve a right-handed

produced by permanent chargefem and that of induced  ¢qorginate system. Also shown are the nonzero multipole moments of the

charge<#i.q, O atom and a qualitative representation of their shape. TheCartesian
Gaussian dipole (in Debye units) places electron density along teGC

! Supplementary material has been deposited in the IUCr electronic archivebond, while the trace of the Cartesian Gaussian quadrupole (in

(Reference: DZ5164). Services for accessing this material are described at thBuckingham units) positions electron density approximately at lone-pair

back of the journal. positions.
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@#tom'r %rj#$ @j;%r o and based on the chain rule we have
s . | —@exp'Wl%r‘U‘V“lr#$ %'V rexg %' UM 2
o 1@ | of HS P s 21 @, '
3 @(;SB J J

o _ ) Differentiating (6) with respect tdJ, and using (24), (27) and
where the derivatives of.sphencally symmetric terms are zergy, product rule gives
with respect to the coordinates of atokbecause they have no
dependence on the orientation of the local frame. Note that ~ @#'*'r#
the partial derivative of an anisotropic and aspherical density @,
tensor with respect to an atomic coordinate is the negative of . v 1 ta O () # o n
the partial derivatives given in (18), simply due to the negative . exp Y Ul )0 s % UTG 2 %8, #*
sign onr;. The derivatives of the polarizable density with @ ¢# n;!#'f#*$
respect to atomic coordinates are very specibc to the @,
AMOEBA electrostatic model and are discussed in Appendix 'f %)%tj;'() # %Uif{/(o)l "2%& U ugh & --rtJ'i'() #“$#g
B. However, we note that computing the derivatives of a . ’
polarizable density with respect to atomic coordinates is @ sf o™ r#$-- o 7'-';2/&3:2Zn:aijU-jO/dZZGXﬁ'%l'l’tU%ll‘#
O(n%logn) using PME, which quickly becomes the most @, i$1 ' 2
expensive part of the overall calculation. ' f %)%tJ'i'() #r %Uf’;/ﬁ’)l "2%8&, F U ugh U ugdt 00U

2.4.2. ADPs The derivative of the anisotropic electron : I e oo : " .

density of atomj with respect to an anisotropic oFI)ispIacement & )T Tug U gt & WU g IO ol %63 g 28
parameterU; , is given by

$" 247 Y ajui"
i$1

n
%"2' #°72 Y ajUj"" > exp'%ir' Ul
i$1

@# ..C#@}ﬁ;m'r# i ;Q:!v#--r# 2.4.3. Gaussian width. The Gaussian width parametér
$ P &)P" % g ———— controls radial expansion and contraction of the Cartesian
@- I T @, i T @ p
50 50 " Y Gaussian multipoles. Analogous parameters are used to
& "de&u @ ot optimize the STOs within the Hansen and Coppens scattering
s s @, model (Hansen & Coppens, 1978). The derivative of the
1 @r or ﬁflﬂ o g electron density with respect to this parameter is similar to the
0 =" J_$%$°—l "2oo#  gradient for the ADP parameters. Two chain-rule terms are
3 @; necessary. Firstly, the gradient of the normalizing term
and requires the partial derivatives of the Cartesian Gaussian @... o 1. e @Ujj
tensors with respect to ADP components. Introducing a few @,JUiJ THS %é]UiJ ok 2H
relationships facilitates their presentation. Firstly, based on ' '
the equality where
i ; 3 2n
@i $j UjUg"l"Z%&) # 03 @Uij $ % 3t.)i %bi Uy & Uzz‘?‘ Uss & 3Uqqdf
@, @! 256617 16'415
we have &)U & Uf3& U2 % U 1Uz, % UpiUs; % UpUs,
v %2U444'Usy & Upy & Ugght %BUZFgrA" 2% "30¢
QUITT ¢ 06 1juj 2206, 4 "4 | . .

@, Secondly, the gradient of the inverse ADP matrix is most
where the Kronecker delta, is unity for diagonal elements contv_enlently expressed using the gradient of the original ADP
of U and zero otherwise. Differentiating an identity from matrix,
matrix algebraU%U = I gives the following relationship @ :

I $ 0/ %1 =70 1%l 1131#
@]%1 @J @| 0Ui @|U| ’
$ % U™ —— U, "25H
@, @, where
which makes it possible to differentiat® instead of its Q. b.
inverse. This is preferred since only one or two elements of 6',$ % r2'|3133 3

@/@, are equal to unity and the rest are zero. Specibcally, a
single element is equal to unity if equals), while two  For convenience the matrif(’ is dePned to more compactly
elements are equal to unity otherwise, sintk, and Uy represent this result,
represent the same variable in this case. For convenience, we

debne a3 3 matrixJ©), I'7$ 4& SUU: "33
va @ . N . ' |
JO%g %U/"l@J—U/“l; 26¢  Differentiating (6) with respect td and using (29), (33) and
0

the product rule gives
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@B ™t o =2 1t 0L (35) has been implemented by Odirect summationO for com-
@! $r2# leaiJUiJ expox Uit parison to the performance of the FFT algorithm.
1 " . .0 i
. —|:°/ll‘tJi'#r%JUiJ %L @J|'J:|; .
2 @! 3. Scattering models
@r # n"#'r#*$ %" 2" #f/&;ziaijUijm:Z exﬁ'%%rth/"lr# Four scattering models were implemented by modifying and
@! i$1 combining the CNS (Brunger et al, 1998) andTINKER
1 Oy e 0 UL @U;j (Ponder, 2004) code bases. The scattering models were added
2 i 1Y @! to the CNS code base, whil§f INKER was used to compute

AMOEBA chemical forces and to supplCNS with polariz-

e rtU;)/°lu$#&)‘tJi[#u$*}; able multipoles in the global frame.
@ g, I””"'r#*$ w o #2/03:22n:aijUij0/u1:2 expor U ins 3.1. Isolated atom ) )
@! i$1 The Prst scattering model (OIAMO) is the conventional IAM
, { 1 [%tJf'! % 0 U, @J.J} based on the relativistic elastic scattering factors described by
2 ! ! @! Su & Coppens (1998).

)" r U g U g U G

8 Vel st 3.2. Isolated atom with inter-atomic scattering
Jrd us U o The second scattering model (OIAMBPIASO) augments the
& "rUug'y g %J{'%uﬁﬁ}: n34¢ |AM with inter-atomic scattering sites at bond centers
’ (Afonine et al, 2007). Unlike the model of Afonine and
coworkers, our implementation does not include IAS sites at
lone pairs or at the center of aromatic rings. We have
neglected these sites based on the rationale that the
AMOEBA electrostatic model is sufbcient to capture these
details of the electron density, which we provide further

) ] _evidence for below when discussing the rePnement of a Tyr-
Remarkably, the FT of the anisotropic and aspherical Gly-Gly tripeptide.

together with the third- and fourth-order terms available as
supplementary information.

2.5. Fourier transform of the polarizable atomic multipole
electron density

density given in (17) is simply In our approach, chemically equivalent bonds are
B & PG o YoV g o VB! vy constrained to use the same IAS parameters. Charge density
wop"S# 8 TP s &P _ Og?, , ® that is added to or removed from bond centers is exactly
% 'dig & gt isgf] " s# balanced by changing the net charge of the bond-debning
& 1" o 2%50/;]_\"1:!” #-s#g--s# nyg¢  atoms. For example, a bond charge%0.2 e requires atomic

charge increments that sum to 0.2 e. In this way, all molecules
where the dipole and quadrupole terms in (35) depend on theretain their original net charge. Each bond type requires three
FT of the partial derivatives debned in (18). Through bfth parameters: the charge increments of both atoms and the

order the reciprocal-space tensors are Gaussian width of the scattering site. Bond types are debned

- s based on the concatenation of the AMOEBA force-beld atom
F)r o#f ™ *eiei § 062" isgf ™ s st types.
F)r of ot ™ ™rttri# $ 904" 255, ™ st s#
. _ - 3.3. AMOEBA
F)r of of - #™ ™ ritri#t $ 8" Siggs,s ™ sttt _ _ A .
N 4 vt The third scattering model (OAMOEBAO) is based on the
FIr or of - T o™ "riti# $ 16" ‘syss sf ™ st polarizable atomic multipoles of the AMOEBA force Peld.

F)r gl of 1 of S e © 0432 5is$s,/§ s&s.f‘""“‘s#"s# 3g¢ Each chemically unique multipole type requires three Gaus-
sian width parameters as describeddh The induced dipoles

and in compressed tensor notation the general expression fovere iterated to self-consistency using PME whenever any

orderu+v+wis atomic coordinates were changed during rePnement (Darden

P U W e & i#‘&"&wgs‘gi’f“”?’#'s#“s# - et al, 1993; Saguet al, 2004; Essmanet al, 1995).

This expression is considerably more compact than any3-4 AMOEBA with inter-atomic scattering

reported previously for an aspherical scattering factor in  The Pnal scattering model (OAMOEBAPIASO) augments
reciprocal space, particularly the formulation based on STOSAMOEBA electrostatics with inter-atomic scattering sites. It
and spherical harmonics (Hansen & Coppens, 1978). Notablybecame clear during the course of this study that an atomic
our formulation has no dependence on cumbersome Fouriermultipole expansion truncated at quadrupole order is insuf-
Bessel transforms of Slater-type functions (Dawson, 8967 bcient to capture bond charge density for most molecular
Hansen & Coppens, 1978; Su & Coppens, 1990). Our equatiogeometries. This is consistent with theoretical observations by
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Stone and coworkers that the convergence of a distributedpresented below, but did not alter any trends or our conclu-
multipole analysis (DMA) may be improved by using both sions. It should be noted that force-peld restraints are not
atoms and bond centers as expansion sites (Stone & Aldertonnecessarily required for rebnement at subatomic high resolu-
1985; Stone, 2005). Furthermore, experimental data from theion. However, their use in this study gives an insight into the
X-ray scattering of diamond and silicon, simple examples ofrelative energetic cost of the structural changes arising from
tetrahedral bonding geometry, are explained by the super-differences in the four scattering models. A modibed version
position of one atomic octopole moment and one atomic of therefine.inp CNStask ble was used for all rebnements
hexadecapole moment (Dawson, 18j. The characteristics using the MLI target function.
of the four scattering models are further claribed below with
respect to four peptide test cases.
The following computational details were constant across4. Applications
all of the rePnements. The isotropic ADP offsetqqwas setto  To demonstrate the behavior of X-ray rebnements based on
1/(4'?), which is equivalent t@,qq= 8' °Uaqq= 2, the FFT grid  Cartesian Gaussian multipoles, we present two sets of appli-
factor to 0.33 (as appropriate for crystal structures at sub-cations. The brst set is simply to illustrate the performance of
atomic resolution), and the electron-density cutoff around direct summationversusFFT and SGFFT computation of
each atom was 18 (speciPed by g, parameter iNCNS).  structure factors as a function of system size. The second set
These conservative parameters led to close agreemengescribes rebnements on a series of four peptide crystals that
between direct summation and FFT computation of structure diffract to 0.59 @ resolution or better. All examples use the
factors. TheCNSparametemw, that controls the weighting of  AMOEBA force beld for chemical forces, instead of the
X-ray target function relative to the force-peld energy was setdefault CNS force beld based on Engh & Huber parameters
to 1.0, although we also tested 0.2. (Engh & Huber, 1991). Although the rebPnements were
E ¢ W.E & E . n3g performed in tr_\e native space group of each _crystal,
total = TIA =Xray = force field: AMOEBA energies and gradients as computed using the
TINKER code base required expanding fl. This did not
increase the number of rebned variables, but suggests the need
for an AMOEBA code that takes advantage of crystal
symmetry.

This raisedRyee Values by less than 0.1% and lowered the
AMOEBA potential energy differences between rebPnements

10*

@ Direct summation

FFT 4.1. Runtime scaling on protein data sets
SGFFT (4 CPUs)

Aldose reductase (1us0) @ Evaluation of the target function and its derivatives by
. direct-summation calculation of structure factori& (35) and
1} 1 (36)isO(Naoms' Nregections Nsymn). Alternatively, the FFT
Lysozyme (2vb1) @ Ribonuclease A (1dy5) algorithm based on (17) and (18)@(Ngriq" 10gNgria), where

PS ) the number of grid pointdNg:iq depends on the resolution of

@ Trypsin (LE) the diffraction data. Aspherical rebnements based on the

| HansenbCoppens formalism are currently limited to direct
Crambin (lejg) summation, since the real-space form of the electron density
[ ] convolved with ADPs is unknown. Therefore, the perfor-
mance of X-ray rebPnements based on Cartesian Gaussian
multipoles and FFT is of particular interest. The results are
10'l | summarized in Table 1 and are plotted in Fig. 2. Although the
performance difference is only about a factor of two for the
small protein crambin, over an order of magnitude improve-
ment is achieved for both ribonuclease A and aldose reduc-
tase. Parallelization with the SGFFT method results in a
further signibcant speedup (a speedup of a factor of nearly
four relative to a single processor on a four-processor
machine).

10°}

Structure-factor evaluation (s)

10° :
10° 10° 10*
Reflections x atoms x N, (in millions)

Figure 2

The scaling of the Cartesian Gaussian multipole model, truncated at
quadrupole order, is plotted on a logblog scale for computation of the4.2. Refinement of peptide crystals

intensity-based maximum-likelihood target function (MLI) for direct L . .

summation, FFT and SGFFT. Direct summation scales linearly with the N Principle, a more precise scattering model based on
product of the number of atoms, the number of reRections and the Cartesian Gaussian multipoles with coefpbcients from the

number of symmetry operators. Computation of the crystallographic AMOEBA electrostatics model should improve the quality of

target function by FFT of the Cartesian Gaussian multipole electron : ;
density shows a speedup of a factor of between 1.8 and 14.5 comparer bnements relative to the IAM as judged by boRy... and

with direct summation. A further speedup factor of nearly four is € POtential energy of the as)_/mmetric unit. F_Ufthermore, the
achieved using the SGFFT method on a four-processor machine. quality of the AMOEBA potential energy function can also be
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Table 1
Comparison of computational efbciency of direct-summation, FFT and SGFFT methods for the computation of the Cartesian Gaussian multipole
scattering factors.

The permanent multipole expansion was truncated at atomic quadrupoles and polarization was ineladeduced dipoles. The FFT method shows a speedup
factor of 1.8D14.5 relative to direct summation. Parallelization by SGFFT provided an additional factor of 3.7D3.9 using four processordafdinsalgere
performed on a MacPro workstation with'2 2.66 GHz Dual Core Intel Xeon processors.

PDB Atoms' refections

code Atoms ReRections  Ngymm Nsymm' 10% Direct (s) FFT (s) Direct/FFT SGFFT (s) Direct/SGFFT
lejg 642 112209 2 144.1 49.9 28.1 1.8 7.3 6.8
2vb1 2544 187165 1 476.1 301.8 91.5 3.3 23.6 12.8
1fn8 4294 158550 1 680.8 245.1 45.8 5.4 12.4 19.8
1dy5 4835 159422 2 1541.6 505.6 37.0 13.7 9.7 52.1
1usO 6865 511265 2 7019.7 2346.2 162.3 145 423 55.5
Table 2

Rebnement systems.

Molecule Space group and unit-cell parametet@ (A Non-H atoms H atoms Bonds Ormin (A;') RefRections
YG, P2,2,2,, a=7.98b=9.54c=18.32 22 19 40 0.43 4766
PA4 P2,2,2;, a=10.13p = 12.50c = 19.50 35 36 72 0.37 24878
AYA + 3 waters P2;,a=8.12b=9.30c=12.53%= 91.21 26 27 50 0.59 5019
AYA + ethanol P2, a=8.85b=9.06,c= 12.36%= 94.56 26 27 52 0.59 5258

assayed, since it is reasonable to expect that
potential energy andRyee should be corre-
lated.

The peptide crystals studied include %G
(Pichon-Pesmeet al, 2000), cyclic A4
(Dittrich et al, 2002) and AYA with three
waters or with an ethanol molecule
(Chéciska, Forsteret al, 2006; Clheiska,
Mebs et al, 2006). Detailed descriptions of
the unit-cell parameters, number of atoms,
resolution and measured ref3ections are
given in Table 2. The rePnement results are
summarized in Table 3 and compared with
previous work below.

4.2.1. YG,. The Ryee Values of the IAM
and IAMPIAS rePnements of Y&(4.60 and
3.86%, respectively) are slightly lower than
those reported by Afonine and coworkers
(4.72 and 4.06%, respectively; Afoniegal,
2007). TheRgee value of the AMOEBAD
IAS rebnement (3.50%) is a signibcant
improvement. TheR,qn value (3.17%) of
the AMOEBADIAS rebPnement is also lower
and is comparable to multipolar rebnements
reported by Volkov and coworkers using
transferred or rebPned multipole coefbcients
(3.66% and 3.42%, respectively; Volkaat
al, 2007). Cross-validation-based compar-
isons are unavailable in this case. We note
that the AMOEBADBIAS rebnement used a © @
ref3ections-to-parameters ratio of 11.1, Figure 3
wbichis sighy igherhan th vlue of 10 (8 1A4, (1) LEIAS (0 OEE e e e
reported by Volkov and coworkers using shof/.vn in g?eeon ;nd gra;, r(:escpe/étivel)glj. Both the IAM and At?\I/IOErlJBA models fail to explain the

rePned multipole coefPcients. This s gjectron density at bond centers seen in the data. In addition, the IAM model does not account
computed based on the number of ref3ec- for lone-pair density on the O atom.
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Table 3 in the 2/, % F. contours for each
Rebnement statistics and the relative AMOEBA potential energy per asymmetric unit are given forepnement. The standard IAM scat-
four small peptide crystals using the IAM, IAMBPIAS, AMOEBA and AMOEBADIAS scattering . -

tering model underestimates the elec-

models. .

n al the lowes tound using the AMOEBABIAS scatteri del. Furth " tron density at bond centers and at the
n all cases, the lowedRyee was found using the scattering model. Furthermore, the hair o

structure with the lowest AMOEBA potential energy per asymmetric unit also corresponded tOO)(ygen lone pair sites, as shown by the
AMOEBADIAS rebnement. Fo % F. contours. Our IAMDPIAS scat-

tering model explains the electron

Rwork/Rfree (%) .
. density at bond centers, but does not
Scattering Ngatd Energy . .
Molecule model Nparam  Nparam  lood* (lobd >0 lond* (Iopd >3 (kcal mof®) capture lone-pair electron density.
YGG IAM 274 17.4  4.73/4.74 4.41/4.60 36.5 Conversely, the AMOEBA model
IAMBIAS 349 137  3.93/4.01 3.59/3.86 7.2 places electron density approximately
AMOEBA 355 13.4  4.50/4.56 4.16/4.37 6.8 at the lone-pair positions but not at
AMOEBADIAS 430 111 3.54/3.72 3.17/3.50 0.0 bond centers. Finally, the AMOEBAD
PPAAAA IAM 339 734 4.25/4.22 3.65/3.73 32.2 IAS model explains much of the lone-
IAMDIAS 417 59.7  3.56/3.48 3.00/3.01 18.3 i i i
AMOEBA 417 59.7  4.24/4.23 3.69/3.77 12.9 pair and bonding electron densities.
AMOEBADIAS 495  50.3  3.42/3.42 2.86/2.94 0.0 4.2.2. P,A4. The Ryee values of our
AYA + 3 waters  |AM 342 147  2.75/2.79 2.67/2.71 17.5 IAMand IAMDIAS rebnements of
IAMDIAS 411 122 2.24/2.47 2.16/2.39 4.1 P,A; (3.73 and 3.01%, respectively)
ﬁmgggﬁams %32 1110-92 214702//225053 21-%14//21-‘;75 ‘870 agree closely with the values of Afonine
: —— it : and coworkers (3.63 and 3.23%,
AYA + ethanol  IAM 342 154  3.30/3.50 3.20/3.33 23.1 ; . :
IAMBIAS 423 124 2.32/2.66 2.21/2.49 14.8 respectively; Afonineet al, 2007). The
AMOEBA 435 121 3.42/3.75 3.32/3.58 3.7 Riee value of the AMOEBADIAS
AMOEBAPIAS 516 10.2  1.90/2.25 1.79/2.08 0.0 rebPnement (2.94%) is lower by 0.07%,

which is the least amount of improve-
ment seen for AMOEBADIAS relative
to IAMPIAS in this study. TheRyork
tions reported in Table 2 and the number of parameters givenvalue (2.86%) of the AMOEBADIAS rebPnement is slightly
in Table 3. higher, but comparable to those reported by Volkov and
Electron-density maps of the tyrosine ring for the four coworkers using transferred or rebPned multipole coefpbcients
scattering models are shown in Fig. 3, which lend visual insigh{2.60% and 2.53%), although this work uses a higher ref3ec-
into their properties. The non-H atom positions are apparent tions-to-parameters ratio (50.3 compared with 43.6; Vollebv
al., 2007). As for YG, cross-validation was not performed.
4.5 - ‘ : - : ‘ : The similarity of theR values for YG and RA 4, between the
AMOEBADIAS rebPnements and the multipolar rePnements
of Volkov and coworkers is consistent with the principle that
445} 1 bond scattering sites capture density that is represented by
higher order atomic moments missing in the AMOEBA model
(octopole and hexadecapole).
44t ] In Fig. 4 the precision of theR,q« and Rye. Vvalues
computed using discrete FTs are compared with analytic
direct summation for PA, under the AMOEBA scattering
435} | model. Agreement to four decimal places is seen #4yq
values between 0 and 3%Awhich serves as validation of the
correctness of (17) and (35). These results support the
43l | conclusion that FFT-based computation of structure factors is
appropriate for anisotropic and aspherical scattering models.
4.2.3. AYA. The AYA data sets were chosen because of the
extremely low temperature achieved during the measurement

1 kcal mol™ = 4.186 kJ mdf™.

® R;.. ®

R value for cyclic P,A4 (%)

Direct summation Ry, = 4.244%

42 —o—o—o—o—2 of structure factors (9 K for AYA + three waters and 20 K for
AYA + ethanol). For AYA + water, Checinska and coworkers
s Direct summation R=4.231% ' ‘ (Chpciska, Forsteret al, 2006; Cheitska, Mebset al, 2006)
-1 0 1 2 3 4 5 6 7 originally reported anR value of 2.4%, which is in agreement
Isotropic increase in ADPs (B,) (A”) with the R value of our IAM rePnement (2.67%). Addition of
Figure 4 IAS lowered the Ry Statistic from 2.71% to 2.39%, while

The precision of numerical computation of o andRyee Valuesvia = 4 qqition of polarizable atomic multipole electron density
FFT is compared with analytic direct summation as a function of the

isotropic increas®,qqin ADP parameters for BA, under the AMOEBA ~ showed a further improvement to aipee Of 1.95%. qu
scattering model. Note thaB,gq = 8" 2Uaga AYA + ethanol the R,k value of the IAM (3.20%) is
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comparable to that reported originally by CGhesska and
coworkers (2.9%). IAMDIAS loweredRee from 3.33 to
2.49%, while AMOEBADBIAS achieved 2.08%.

4.3. Refinement summary

The results for all four peptide rePnements are summarized

in Fig. 5. In every case, use of the AMOEBADBIAS scattering
model relative to the IAM scattering model lowered bofRyee

and the potential energy of the crystal. When the IAM scat-
tering model is used, molecular conformations are highly
strained to compensate. For example, HNC atom bonds are
too short because the IAM model centers electron density at

the hydrogen nucleus. In the crystal structures, this electron__

density is shifted towards the C atom. As the description of the
electron density is improved, the molecular conformation
relaxes by approximately 16 kJ niliper residue. The precise

amount of relaxation depends on the weighting between the

crystallographic target and the force Peld. Unrestrained
rebPnements with an 1AM scattering model could adopt even
more unphysical conformations. This suggests that accurat

chemical restraints are necessary even for ultrahigh-resolutior™
rebnements unless an anisotropic and aspherical scatterin

model is used.

In Fig. 6, we present plots of the IAS sites that were rebPned
for each peptide system. Their Gaussian full-width at half-
maximum (FWHM) is plotted against charge magnitude for
both the IAMBIAS and the AMOEBADIAS models. The
majority of the charges under the IAMBPIAS model and all of
the charges under the AMOEBADIAS model rebned to
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Figure 5

The improvement arising from the AMOEBADIAS scattering model,
relative to the IAM model, is plotted as a function of relative percentage
improvement inRy. Value and the relative AMOEBA potential energy
per residue. For all data sets, the beRfee value and lowest potential
energy per residue were achieved using the AMOEBADIAS scattering
model. 1 kcal mdf* = 4.186 kJ mdf*.

negative partial charge values (or positive scattering density),
which is consistent with the physical concentration of charge
density at chemical bonds. The similarity of the rePned charges
between the IAMDIAS and the AMOEBADIAS models
suggests that an atomic multipole description of electron
density truncated at quadrupole order underestimates density
at trigonal and tetrahedral bond centers.
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Figure 6

For the inter-atomic scattering sites of the IAMBPIA&)(and AMOEBAD
IAS (b) scattering models, the rebned Gaussian full-width at half-
maximum (FWHM) is plottedversuspartial charge magnitude. The
majority of charges for the IAMPIAS model and all charges for the
AMOEBADPIAS are negative. The sub-angstrom FWHM values are
consistent with very localized bond densities.
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5. Conclusions APPENDIXB

Cartesian Gaussian multipoles offer an efbcient alternative toP€rivative of the polarizable electron density with
respect to atomic coordinates

the Hansen and Coppens formulation of aspherical scattering.

They eliminate the use of Slater-type functions and allow The total polarizable electron density arising from the induced

structure factors to be computed by FFT. Numerical tests showdipole of all atoms is given by

that that FFT and direct-summation implementations of ]

Cartesian Gaussian multipoles agree to high precision. For Hod TS Ul odh Tt "A1H#

subatomic resolution biomolecular data sets such as ribo- g1

nuclease A and aldose reductase, parallelized computation of , ) . ,

structure factors using the SGFFT method resultsin a speedur-)rhe gra(_jl_ent of this density with respect to tifecomponent

of one to two orders of magnitude compared with direct of atomj is

summation. " n .
Ideally, a force-peld electrostatics model should be accurate@@#% $ @—@ > Uiod i;%#il’! oy

enough to explain the electron density observed in X-ray %31
diffraction experiments. Although the AMOEBA polarizable $ i[@i;%r _%#j'l;!d#.r% & &Uiof of %#1'1;1 a4
multipole force beld energetic model shows promise, trunca- sil@s " " '

tion of the permanent moments at quadrupole order system-

atically underestimates electron density at bond centers. OurTh€ second term is nonzero only for= j and is simple to
results suggest that the added computational expense of@lculate. The Prst term, however, depends@n/@s which
including hexadecapole moments in the atomic scattering the derivative of a component of the induced dipole of atom
factor computation is justibed. As supplementary information | With respect to the$ component of atonj. In other words,
we have provided a Mathematica notebook and formulae thatPerturbing the position of atony affects not only its own
allow computation of Cartesian Gaussian multipoles up to the Scattering but that of all polarizable atoms. The induced dipole
fourth order in anticipation of further improvements to force O atomi arises from the self-consistent crystal Peld multiplied
pelds. by the polarizability,

In the near future, we will present the results of applying
our polarizable atomic multipole rebnement methodology to
macromolecules. For ultrahigh-resolution macromolecular " vy .
data sets, such as HEWL at O.G%Mang et al, 2007), our $ 9% %Tik#Mk& %Tik U 5 43
scattering model signibcantly improves rebnement statistics, as
it does for the simpler peptide cases presented here. Equallyyheres; is the atomic polarizability of aton, TS is a matrix
exciting will be the use of the AMOEBA force Peld and in  of tensors that produces the peld at site
particular the electrostatic forces to orient water molecules in

u; $ $iEi

the absence of clear H-atom electron density. We anticipate @ @ @ @
that rePnement of hydrogen-bonding networks will enhance @ Q@ @O, @@
the usefulness of X-ray crystallography experiments with - @ @ @ @ 1 .,
respect to explaining I, shifts, ligand-binding afpnities and T @I 0@ 00, 9 a 44
enzymatic mechanisms. @
@ @& @O« @@
APPENDIXA owing to the multipoleM, at sitek
Fourier transform definition
The debnition and notation for the Fourier transform as used Mk 878 i Gys G ™ ood ™ o o -+ 454

in this work is given by andT{Vis the matrix of tensors that produces the beld at site

f'k# $ ? f tHexp'2" ikt#dt @ @ @
$ :/;lf"t#*k# RIS o 0g G
) T @ @ @ |1 wag

@R« @0 @@ |r
@ @ @

1 @@ @O, @@
f't#$ [ frk#expo" ikt#dk
%1 owing to the induced dipole at sitek. For simplicity, we have
$ FYOfvkits "o  not formulated (43) using PME electrostatics. Therefore, the
sum overk includes all atoms in the crystal except atonThe
derivative of (43) with respect to coordinatgg is given by

and the corresponding inverse Fourier transform by
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Supplementary Information: Higher Order Cartesian Gaussian Multipole Tensors

Although the AMOEBA force field does not include octopole or hexadecapole moments, future
scattering models based on Cartesian Gaussian multipoles may. Therefore, we pre&eat'the 3
and 8" order tensors and the derivatives of tffeaBd 4" order tensorsvith respect to both ADP

and! parameters for future convenience.



Cartesian Gaussian Tensors of 3™, 4™ and 5™ Order
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Derivative with respect to ADPs of 3" and 4™ Order Cartesian Gaussian Tensors
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Derivative with respect to the Width of 3
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Supplementary Information (Mathematica Notebook) for:

Polarizable Atomic Multipole X-Ray Refinement:
Application to Peptide Crystals

Michael J. Schnieders, Timothy D. Fenn, Vijay S. Pande
and Axel T. Brunger

Department of Chemistry, Stanford CA, 94305, USA;
Department of Molecular and Cellular Physiology,
Stanford CA, 94305, USA,;

Howard Hughes Medical Institute, USA.

E-mail: schnied@stanford.edu

Define a term of the spherical and anisotropic scattering density
given in Eqg. (6).

Hx Position vector relative to the atomic center . =L
r =8x, vy, z<s;
Hx ADP matrix =L
U = 88Subscript @, 1, 1D, Subscript @, 1, 2D, Subscript @, 1, 3D<,
8Subscript @, 1, 2D, Subscript @, 2, 2D, Subscript @, 2, 3D<,
8Subscript @, 1, 3D, Subscript @, 2, 3D, Subscript @, 3, 3D<<;
U = U+ HSubscript @, iDe* H3 » n2 % x™ 2L + Subscript @, addDL = |dentityMatrix @D;
detUi = Det @i D,
invUi = Inverse @i D,
Hx One term of the spherical , anisotropic scattering factor given in Eq. H6L =xL
pi =H2 » rL"H-3 ¢ 2L » Subscript @, i DxdetUi "H-1¢ 2L « Exp@-r. invUi .r « 2D,
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Construct and plot example aspherical and anisotropic scattering
densities as given in Eq. (16).

pix = D@i, xD,

piy = D@i, yD

piz = D@i, zD,

pixx = D@ix , xD,

piyy = D@iy , yD;

pizz = D@iz , zD;

pixy = D@ix , yD

piyz = D@y , zD,

pixz = D@ix , zD;

H+ Varying the multipole coefficients below while observing the
isosurface plots  provides intuition into the characteristics of the
aspherical and anisotropic Cartesian  Gaussian multipole basis set. The
default  coefficients produce an axial quadrupole along the Z-axis . =*L

q=0;

dx = O,

dy =0;

dz =0;

gxx = -1;

ayy =-1;

qzz = 2,

axy = 0;

gxz = 0;

qyz = 0;

Hx Make the quadrupole traceless *L
gave = Hgxx + qyy + qzzL « 3;

gXX = XX - gave;
ayy = qyy - qave;
gzz = gzz - qave;

padp = -q*pi +dX % pix +dy *x pix +dz xpiz -
1e 3 HgXx = pixX +qyy *piyy +(zZ *pizz +2 = HQXy = piXy +QXzZ * pixz +qyz * piyz LL;

H+ Apply an isotropic ADP. %L
pplot =
FullSimplify @padp . Subscript @, iD-> 1. Subscript @, iD- 1e. Subscript @, 1, 1D-»1-.
Subscript @, 1, 2D-» 0. Subscript @, 1, 3D-» 0. Subscript @, 2, 2D-> 1.
Subscript @i, 2, 3D-» 0. Subscript @, 3, 3D>1¢. x> 1. Subscript @, addD - 0D

ContourPlot3D @plot , 8x, -3, 3<, 8y, -3, 3<, 8z, -3, 3<,

Contours - 88-0.01 , 8Red, Specularity = @Vhite , 50D<<, 80.01 , 8Blue , Specularity = @Vhite , 50D<<<,
Mesh -» None, Boxed - False , Axes - False , ColorFunctionScaling - False ,

Lighting - 88" Directional ", RGBColor@, 1, 1D, 881, 0, 1<, 80, 0, O<<<<D

Hx Apply an anisotropic ADP Huxx = 15, uyy =1, uzz = 1L
to thermally smear the density along the X-axis . =*L
pplot = FullSimplify @
padp . Subscript @, iD- 1. Subscript @, iD-» 1e¢. Subscript @, 1, 1D-» 15 -.
Subscript @, 1, 2D-» 0. Subscript @, 1, 3D-» 0. Subscript @, 2, 2D-> 1.
Subscript @i, 2, 3D-> 0. Subscript @, 3, 3D>1°¢. x> 1. Subscript @, addD - 0D

ContourPlot3D @plot , 8x, -3, 3<, 8y, -3, 3<, 8z, -3, 3<,

Contours - 88-0.01 , 8Red, Specularity = @Vhite , 50D<<, 80.01 , 8Blue , Specularity = @Vhite , 50D<<<,
Mesh -» None, Boxed - False , Axes - False , ColorFunctionScaling - False ,

Lighting - 88" Directional ", RGBColor@, 1, 1D, 881, 0, 1<, 80, 0, 0<<<x,

ContourStyle - Directive  @Bpecularity ~ @Vhite , 50DDD
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Verify analytic forms of the Cartesian Gaussian multipole tensors
from Eqg. (18).

rixxx = D[rixx , x];
rixxy = D[rixx , y1;
rixyz = D[rixy , z];
rixxxx = D[rixxx , xJ;
rixxxxx = D[rixxxx , XIJ;

(* X unit vector *)
ux = {1, 0, 0};
(* y unit vector *)
uy = {0, 1, 0};
(* z unit vector *)
uz = {0, 0, 13};

X = -ri* (r.invUi .ux);
tXx = ri* ((r.invUi .ux)"2-invUi [[1, 111);
Xy =ri* ((r.invUi .ux)* (r.invUi .uy) - invUi [[1, 211);

tXxx = -ri* ((r.invUi .ux)”3-3* (r.invUi .ux) *invUi [[1, 11]);
txxy = -ri* ((r.invUi .ux)”™2* (r.invUi .uy) -
2* (r.invUi .ux) *invUi [[1, 2]] - (r.invUi .uy) *invUi [[1, 111);
txyz = -ri* ((r.invUi .ux)* (r.invUi .uy)* (r.invUi .uz) - (r.invUi .ux) *invUi [[2, 3]] -

(r.invUi .uy) *invUi [[1, 3]]- (r.invUi .uz) *invUi [[1, 211);
XXxx =ri * ((r.invUi .ux)?4-6* (r.invUi .ux)?2*invUi [[1, 111 + 3*invUi [[1, 11]1"2);
IXXXXX = -ri *
((r.invUi .ux)”~5 -10%* (r.invUi .ux)”3*invUi [[1, 1]] +15* (r.invUi .ux) *invUi [[1, 1]11"2);

FullSimplify [rix - tx ]
FullSimplify [rixx - txx 1;
FullSimplify [rixy - txy 1;
FullSimplify [rixxx - txxx 1;
FullSimplify [rixxy - txxy I;
FullSimplify [rixyz - txyz 1;
FullSimplify [rixxxx - txxxx 1;
FullSimplify [FiXXXXX - tXXxxX ]
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Verify analytic derivatives of the Cartesian Gaussian multipole
tensors with respect to ADPs given in Eq. (28).

Hx The matrices Jxx and Jyy are constructed

for convenience and are examples of Eg. H26L. =*L

Jxx = Simplify @-invUi . D@Ji, Subscript @, 1, 1DD. invUi D;
Jxy = Simplify @-invUi .D@Ji, Subscript @, 1, 2DD. invUi D;
Simplify —@@nvUi , Subscript @, 1, 1DD-JxxD

Simplify @@nvUi , Subscript @, 1, 2DD-Jxy D

piUll = D@i, Subscript @, 1, 1DD,

piUl2 = D@i, Subscript @, 1, 2DD;
pixU1ll = D@ix , Subscript @, 1, 1DD;
pixU12 = D@ix , Subscript @, 1, 2DD;
pixxU1l = D@ixx , Subscript @, 1, 1DD;
pixxU12 = D@ixx , Subscript @, 1, 2DD,
pixyUll = D@ixy , Subscript @, 1, 1DD,
pixyUl2 = D@ixy , Subscript @, 1, 2DD;
pixxxU1l = D@ixxx , Subscript @, 1, 1DD;
pixxxU12 = D@ixxx , Subscript @, 1, 2DD;

tUll = pi *xHl* 2 xH-r.Jxx.r -invUi @dl, 1DDLL;

tUl2 = pi *Hle 2+ H-r.Jxy.r -2 xinvUi @gl, 2DDLL;

tXU11l = -pi *HLe 2 xH-r.Jdxx.r -invUi @@L, 1DDL %r.invUi . ux +r.Jxx.uxL;

XU12 = -pi *Hle 2% H-r.Jxy.r -2 xinvUi @@, 2DDL % r.invUi . ux +r.Jxy.uxL;

txxU1l = pi *Hle 2 xH-r.Jxx.r -invUi @dl, 1DDL » HHr . invUi . uxL"2 -invUi @@, 1DDL +
2 % Hr.Jxx.uxL = Hr.invUi .uxL-Jxx @dl, 1DDL;

xxU12 = pi *HLe 2 xH-r.Jxy.r -2 xinvUi @dl, 2DDL % HHr . invUi . uxL”2 -invUi @dl, 1DDL +
2 % Hr.Jxy.uxL % Hr.invUi .uxL -Jxy @dl, 1DDL;

txyUll =pi *Hle 2 xH-r.Jxx.r —-invUi @@L, 1DDL » HHr . invUi . uxL = Hr.invUi .uyL -invUi @g@l, 2DDL +
Hr. Ixx . uxL = Hr.invUi .uyL + Hr.Jxx.uyL % Hr.invUi .uxL -Jxx @dl, 2DDL;

txyUl2 = pi *HLe 2% H-r.Jxy.r -2 *invUi @@dl, 2DDL » HHr . invUi . uxL « Hr.invUi .uyL -invUi @gl, 2DDL +
Hr. Jxy . uxL = Hr.invUi .uyL +Hr.Jxy.uyL = Hr.invUi .uxL -Jxy @dl, 2DDL;

txxxU1l = -pi *HlLe 2 xH-r.Jxx.r -invUi @gl, 1DDL
HHr . invUi . uxL”"3 -3 % Hr.invUi . uxL =invUi @dl, 1DDL + 3 % Hr. JxX . uxL = Hr. invUi .uxL"2 -
3% Hr.invUi .uxL *Jxx @, 1DD- 3 % Hr. Jxx . uxL = invUi @gl, 1DDL;

xxxU12 = -pi *Hle 2+ H-r.Jxy.r -2 xinvUi @gl, 2DDL *
HHr . invUi . uxL"3 -3 % Hr.invUi . uxL xinvUi @@, 1DDL + 3 * Hr. Jxy . uxL % Hr.invUi . uxL"2 -
3% Hr.invUi . uxL xJxy @dl, 1DD-3 % Hr. Jxy . uxL =invUi @g@l, 1DDL;

FullSimplify @iUll -tul11iD
FullSimplify @iVU12 - tU12 D,
FullSimplify @ixU11l - txU11 D,
FullSimplify @ixUl12 - txUil2 b;
FullSimplify @ixxU11l - txxU11l D;
FullSimplify @ixxU12 - txxU12 D
FullSimplify @ixyUll - txyUll D
FullSimplify @ixyU12 - txyUl2 D
FullSimplify @ixxxU1l - txxxU1l D,
FullSimplify @ixxxU12 - txxxU12 D
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Verify analytic derivatives of the Cartesian Gaussian multipole
tensors with respect to k given in Eq. (34).

Hx Intermediate term given in Eq. H30L. =xL
Uix = -3 % Subscript @, i D*"3 ¢ H256 * 76 » x" 7L -
Subscript @, i D*2 % HSubscript @, 1, 1D+ Subscript @, 2, 2D+
Subscript @, 3, 3D+ 3 » Subscript @, addDL e H16 * 74 = x"5L +
Subscript @, i D* | Subscript @, 1, 2D"2 + Subscript @, 1, 3D"2 + Subscript @, 2, 3D"2 -
Subscript @i, 1, 1D=* Subscript @, 2, 2D- Subscript @, 1, 1D« Subscript @, 3, 3D-
Subscript @, 2, 2D=* Subscript @, 3, 3D-2 % Subscript @, addD % HSubscript @, 1, 1D +
Subscript @, 2, 2D + Subscript @, 3, 3DL - 3 % Subscript @, addD?M* H4 % 22 % x" 3L;
FullSimplify @i x - D@letUi , xDD
Hx Matrix Jx is constructed for convenience as in Eg. H33L. =L
Jx = Simplify @Bubscript @, i De H4 * 722 » k" 3L = invUi . invUi D;
FullSimplify @x - D@nvUi , xDD

pix = D@, xD;
piXx x = D@ix , kD,
PIXX k D@ixx , xD;

pixy x = D@ixy , xD;
pixxx x = D@ixxx , xD;

tx=pi *xHLe 2L *xH-r.Jx.r - Uix e detUi L;

Xk = -pi *HHL* 2L * H-r.Jx.1r -Uixe detUi L % Hr.invUi .uxL +r.Jx. uxL;

tXX x = pi *HHL* 2L x H-r.Jx.r - Uik detUi L =« HHr. invUi .uxL”2 -invUi @adl, 1DDL +
2% Hr.Jx. uxL % Hr.invUi .uxL -Jx@gl, 1DDL;

Xy x =pi *xHHL 2L * H-r. Jx.r -Uixe detUi L =« HHr . invUi . uxL %« Hr.invUi .uyL -invUi @dl, 2DDL +
Hr . Jx. uxL % Hr. invUi . uyL + Hr.Jx. uyL = Hr.invUi . uxL - Jx@g@l, 2DDL;

|5

tXXX x = -pi *HHl* 2L *H-r. Jx.r -Uixe detUi L *HHr . invUi . uxL*"3 -3 % Hr.invUi .uxL =invUi @adl, 1DDL +

3% Hr.Jx. uxL %= Hr.invUi .uxL"2 -
3% Hr.invUi .uxL*Jx@d, 1DD-3 % H.Jxk. uxL »invUi @g@l, 1DDL;

FullSimplify @i x-txD
FullSimplify @ix x -tx xD;
FullSimplify @ixx x - txx xD;
FullSimplify @ixy x -txy xD;
FullSimplify @ixxx x -txxx xD



