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motions that occur at ordinary temperatures leave the 
bond lengths and bond angles of the polypeptide chains 
near their equilibrium values, which appear not to vary 
significantly throughout the protein (e.g., the standard 
dimensions of the peptide group first proposed by Paul- 
ing [Pauling et al. 1951]), the energy function repre- 
sentation of the bonding can have an accuracy on the 
order of that achieved in the vibrational analysis of 
small molecules. Where globular proteins differ from 
small molecules is that the contacts among nonbonded 
atoms play an essential role in the potential energy of 
the folded or native structure. From the success of the 
pioneering conformational studies of Ramachandran 
and co-workers (Ramachandran et al. 1963) that made 
use of hard-sphere nonbonded radii, it is likely that 
relatively simple functions (Lennard-Jones nonbonded 
potentials supplemented by electrostatic interactions) 
can adequately describe the interactions involved. 

The energy functions used for proteins are generally 
composed of terms representing bonds, bond angles, 
torsional angles, van der Waals interactions, and elec- 
trostatic interactions. The resulting expression has the 
form (Brooks et al. 1983) 

1 1 
E ( k ) = ~  ~ Kb(b-bo)2+~ ~ Ko(O-Oo) 2 

bonds bond 
angles 

1 
+ ~ 2 K , [ l + c o s ( n q S - 6 ) l  
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+ ~ (92  C 6 + q,q2] 
nb pairs 1" Dr / 

r < 8 A  
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The energy is a function of the Cartesian coordinate 
set, R, specifying the positions of all the atoms in- 
volved, but the calculation is carried out by first 
evaluating the internal coordinates for bonds (b), bond 
angles (0), dihedral angles (q~), and interparticle dis- 
tances (r) for any given geometry, R, and using them to 
evaluate the contributions to Equation 1, which depend 
on the bonding energy parameters Kb, Ko, Ks, Len- 
nard-Jones parameters A and C, atomic charges q~, 
dielectric constant D, and geometrical reference values 
bo, 0o, n, and 6. For most simulations use has been 
made of a representation that replaces aliphatic groups 
(CH3, CH2, CH) by single extended atoms. Although 
the earliest studies employed the extended atom repre- 
sentation for all hydrogens, present calculations treat 
hydrogen-bonding hydrogens explicitly. In the most 
detailed simulations every protein atom (including 
aliphatic hydrogens) and explicit solvent molecules 
(e.g., a three-site or five-site model for each water 
molecule) are included (Brooks et al. 1983). 

Given a potential energy function, one may take any 
of a variety of approaches to study protein dynamics. 
The most detailed information is provided by molecular 
dynamics simulations, in which one uses a computer to 
solve the Newtonian equations of motion for the atoms 
of the protein and any surrounding solvent (McCam- 

m o n e t  al. 1977, 1979; van Gunsteren and Karplus 
1982). With currently available computers, it is possible 
to simulate the dynamics of small proteins for periods 
of up to a nanosecond. Such periods are long enough to 
characterize completely the librations of small groups 
in the protein and to determine the dominant contri- 
butions to the atomic fluctuations. To study slower and 
more complex processes in proteins, it is generally 
necessary to use other than the straightforward molecu- 
lar dynamics simulation method. A variety of dynami- 
cal approaches, such as stochastic dynamics (Chan- 
drasekhar 1943), harmonic dynamics (Levy and Kar- 
plus 1979; Brooks and Karplus 1983), and activated 
dynamics (Northrup et al. 1982), can be introduced to 
study particular problems. 

Since molecular dynamics simulations have been 
used most widely for studying protein motions, we 
briefly describe the methodology. To begin a dynamical 
simulation, one must have an initial set of atomic coor- 
dinates and velocities. These are usually obtained from 
the X-ray coordinates of the protein by a prelimin- 
ary calculation that serves to equilibrate the system 
(Brooks et al. 1983). The X-ray structure is first refined 
using an energy minimization algorithm to relieve local 
stresses due to nonbonded atomic overlaps, bond- 
length distortions, etc. The protein atoms are then 
assigned velocities at random from a Maxwellian distri- 
bution corresponding to a l ow  temperature, and a 
dynamical simulation is performed for a period of a few 
psec. The equilibration is continued by alternating new 
velocity assignments (chosen from Maxwellian distribu- 
tions corresponding to successively increased tempera- 
tures) with intervals of dynamical relaxation. The tem- 
perature, T, for this microcanonical ensemble is mea- 
sured in terms of the mean kinetic energy for the 
system composed of N atoms as 

m i ( u ~ )  = ~ Nk~T 
i = 1  

where m i and vi z are the mass and average velocity 
squared of the ith atom, and k B is the Boltzmann 
constant. Any residual overall translational and ro- 
tational motion for an isolated protein can be removed 
to simplify analysis of the subsequent conformational 
fluctuations; in a solution simulation, the protein can 
diffuse through the solvent. The equilibration period is 
considered finished when no systematic changes in the 
temperature are evident over a time of about 10 psec 
(slow fluctuations could be confused with continued 
relaxation over shorter intervals). It is necessary also to 
check that the atomic momenta obey a Maxwellian 
distribution and that different regions of the protein 
have the same average temperature. The actual 
dynamical simulation, which provides coordinates and 
velocities for all the atoms as a function of time, is then 
performed by continuing to integrate the equations of 
motion for the desired time period. The available simu- 
lations for proteins range from 25 psec to 1 nsec. Sev- 
eral different algorithms for integrating the equations 

 Cold Spring Harbor Laboratory Press on August 16, 2010 - Published by symposium.cshlp.orgDownloaded from 



MOLECULAR DYNAMICS APPLIED TO PROTEINS 383 

of motion in Cartesian coordinates are being used in 
protein molecular dynamics calculations. Most com- 
mon are the Gear predictor-corrector algorithm (Verlet 
1967), familiar from small molecule trajectory calcu- 
lations (McCammon et al. 1979), and the Verlet al- 
gorithm, widely used in statistical mechanical simu- 
lations (van Gunsteren and Berendsen 1977). 

Internal Motions and the Underlying 
Potential Surface 

For native proteins with a well-defined average struc- 
ture, two extreme models for the internal motions have 
been considered; Figure 1 provides a schematic illustra- 
tion of these two possibilities. In one, the fluctuations 
are assumed to occur within a single multidimensional 
well that is harmonic or quasiharmonic as a limiting 
case (Karplus and Kushick 1981; Brooks and Karplus 
1983; Levitt et al. 1985). The other model assumes that 
there exist multiple minima or substrates; the internal 
motions correspond to a superposition of oscillations 
within the wells and transitions among them (Austin et 
al. 1975; Frauenfelder et al. 1979; Debrunner and 
Frauenfelder 1982; Levy et al. 1982; Swaminathan et 
al. 1982; Brooks and Karplus 1983). Experimental data 
have been interpreted with both models, but it has 
proved difficult to distinguish between them (Agmon 
and Hopfield 1983; Ansari et al. 1985). 

To characterize the protein potential surface struc- 
turally and energetically, we use a 300 psec molecular 
dynamics simulation of the protein myoglobin at 300 K; 
details of the simulation method have been presented 
(Levy et al. 1985). Myoglobin was chosen for study 
because it has been examined by a variety of methods 
and the two motional models have been applied to it 
(Austin et al. 1975; Frauenfelder et al. 1979; Levy et al. 
1982; Agmon and Hopfield 1983; Bialek and Goldstein 
1985). It is ideally suited for the present analysis, be- 
cause its well-defined secondary structure (a series of c~ 
helices connected by loops) facilitates a detailed 
characterization of the dynamics. 

The topography of the potential surface underlying 
the dynamics can be explored by finding the local ener- 

gy minima associated with coordinate sets sequential in 
time (Stillinger and Weber 1982, 1984). Thirty-one 
coordinate sets (one every 10 psec) were selected and 
their energy was minimized with a modified Newton- 
Raphson algorithm suitable for large molecules 
(Brooks et al. 1983). Since the coordinate sets all cor- 
responded to different minima, structures separated by 
shorter time periods were examined to determine how 
long the trajectory remains in a given minimum. Seven 
additional coordinate sets (one every 0.05 psec) were 
chosen and their behavior on minimization was ex- 
amined; if two coordinate sets converged, they corre- 
sponded to the same minimum; if they diverged, they 
corresponded to different minima (Fig. 2). The mea- 
sure for the distance between two structures is their rms 
coordinate difference after superposition. 

Analysis of the short time dynamics (Fig. 3) demon- 
strates that convergence occurs for intervals up to 0.15 
-+ 0.05 psec. Thus, the 300 psec simulation samples on 
the order of 2000 different minima; this is a sizable 
number, but it may nevertheless be small relative to the 
total (finite) number of minima available to such a 
complex system in the neighborhood of the native aver- 
age structure (i.e. conformations that are nativelike 
and significantly populated at room temperature). The 
rms differences among the minimized structures reach a 
maximum value of approximately 2 A at about 100 
psec. Thus, the difference vector (R K - R K ,  ), where 
R K represents the coordinates of all the atoms in a 
nativelike conformation K, is restricted to a volume 
bounded by a radius of 2 ,~. 

Comparison of the energies of the minimized struc- 
tures shows that the width of the energy distribution is 
on the order of 20 K (40 cal/mole) per degree of 
freedom. Since the difference in energy between the 
"inherent" structures (Stillinger and Weber 1982, 
1984) is small, they are significantly populated at room 
temperature. Furthermore, the large number of such 
structures sampled by the room-temperature simula- 
tion suggests that the effective barriers separating them 
are low and that the protein is undergoing frequent 
transitions from one structure to another. The fluc- 
tuations within a well can be described by a harmonic 

Figure 1. Schematic diagram of two limit- 
ing potential surfaces: (a) harmonic; (b) 
multiple minima (substates). A two-dimen- 
sional projection is used for simplicity. 
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Figure 2. Schematic representation of the rms 
difference criterion for different minima. (a) 
rms after the minimization is larger than the 
initial rms, implying that the two conforma- 
tions correspond to different minima; (b) rms 
after the minimization is smaller than the ini- 
tial rms, implying that the two conformations 
correspond to the same minimum. 

or quasiharmonic model, whereas the transitions 
among the wells cannot. Estimates based on the time 
development of the rms atomic fluctuations for main- 
chain atoms at room temperature (Swaminathan et al. 
1982) indicate that 20-30% of the rms fluctuations are 
contributed by oscillations within a well and 70-80% 
arise from transitions among wells; for side chains the 
contribution from transitions among the multiple wells 
is expected to be larger. Since energy differences 
among some of the wells are small, molecules may be 
trapped in metastable states at low temperatures, in 
analogy to third law violations in crystals (e.g., crystals 
of CO) and models for the glassy state (Ziman 1979; 
Stillinger and Weber 1982, 1984; Toulouse 1984; Ansari 
et al. 1985; Stein 1985). A number of experiments 
suggest that the transition temperature for myoglobin is 
about 200 K (Austin et al. 1975; Debrunner and 
Frauenfelder 1982; Parak et al. 1982; Ansari et al. 
1985). Because large-scale, collective motions that in- 
volve the protein surface are important in the fluc- 
tuations (Swaminathan et al. 1982), it is possible that 
the observed transition is due to the freezing of the 
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Figure 3. Root-mean-square difference correlation function 
(rms(0), rms(t)) between structures as a function of the time 
interval between them. Results are for 0.05 psec time interval 
structures; the squares are from the trajectory and the tri 
angles are the minimized structure results. 

solvent matrix (Parak et al. 1982; Swaminathan et al. 
1982). 

Because the details of the native structure of a pro- 
tein play an essential role in its function, it is important 
to determine the structural origins of the multimin- 
imum surface obtained from the dynamics analysis. The 
general features of the structure (helices and turns) are 
preserved throughout the simulation, and the differ- 
ences in position are widely distributed. The motions 
are associated primarily with loop displacements or 
relative displacements of helices that individually be- 
have as nearly rigid bodies. Rearrangements within 
individual loops are the elementary step in the transi- 
tion from one minimum to another; they are coupled 
with associated helix displacements. Which loop or turn 
changes in a given time interval appears to be random. 
Specific loop motions may be initiated by side-chain 
transitions in the helix contacts, main-chain dihedral 
angle transitions of the loops themselves, or a combi- 
nation of the two. As the time interval between two 
structures increases, more loop transitions have oc- 
curred. At  room temperature,  the transition prob- 
abilities are such that for an interval 100 psec or longer 
between two structures, some transitions will have 
taken place in all of the flexible loop regions. However, 
since the rms differences between structures continue 
to increase up to 200 psec, the configuration space 
available to the molecule includes a range of structures 
for the loop regions that are not completely sampled in 
100 psec (Fig. 4). 

To characterize the helix motions that are coupled 
with the loop rearrangements, the internal structural 
changes of the helices were separated from their rela- 
tive motions. Individual helices and loops were 
superimposed and the rms differences for the main 
chain calculated for the set of structures; the rms differ- 
ence for the internal structure of the helices is generally 
less than 1 A. The corresponding results for the loop 
regions show that they undergo much larger internal 
structural changes, on the order of 2.5 A. 

In analyzing the relative motion of the helices, it is of 
particular interest to examine the behavior of helix 
pairs that are in van der Waals contact; these are helix 
pairs A-H,  B-E, B-G, F-H, and G-H, for all of which at 
least three residues from each helix are interacting. 
Each helix was fitted to a straight line and the fluc- 
tuations of the distance between the helix centers of 
mass and the relative orientations of the lines were 
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Figure 4. Minimized structures of myoglobin; stereodiagrams showing two superposed structures separated by a time interval of 
100 psec along the trajectory. 

compared. The relative translations found in this case 
have rms values of 0.3-0.7 A. and the relative rotations 
have rms values of 1-14~ the maximum differences are 
1.3-2.2 A and 5-39 ~ respectively. 

The dynamical results for the helix motions can be 
compared with structural data from two sources; the 
first is derived from proteins of a given sequence in 
different environments (e.g., two different crystal 
forms, deoxy and oxy hemoglobin; Chothia and Lesk 
1985) and the second from homologous proteins with 
different sequences (e.g., the globins; Lesk and 
Chothia 1980). The maximum dynamical displacements 
are, in fact, larger than those observed in different 
X-ray structures of a given protein. The values are of 
the same order as the differences (2-3 A, 15-30~ there 
are some larger changes) found in comparing a series of 
different globins with known crystal structures and se- 
quence homologies in the range 16-88%. Thus, the 
range of conformations sampled by a single myoglobin 
trajectory is similar to that found in the evolutionary 
variation among crystal structures of the globin series. 
This suggests a molecular plasticity that is likely to have 
played an important role in the evolution of protein 
sequences. 

The comparison of the various globin structures 
(Lesk and Chothia 1980) suggested that the range of 
helix packings is achieved primarily by changes in side- 
chain volumes resulting from amino acid substitutions. 
In the dynamics, it is the correlated motions of side 
chains that are in contact, plus the rearrangements of 
loops, that make possible the observed helix fluctua- 
tions. Different positions within wells and transitions 
between wells for side chains (e.g., -+60 ~ 180 ~ for X~) 
are involved. This is in accord with the results of high- 
resolution X-ray studies that show significant disorder 
in side-chain orientations (Smith et al. 1986; Kuriyan et 
al. 1987). Furthermore, correlated dihedral angle 

changes differentiate the various minima. Since more 
than one set of side-chain orientations is consistent with 
a given set of helix positions, the known globin crystal 
structures probably represent only a small subset of the 
possible local minima. 

Myoglobin at normal room temperatures samples a 
very large number of different minima that arise from 
the inhomogeneity of the system. This is expected to 
have important consequences for the interpretation of 
myoglobin function and, more generally, for the func- 
tions of other proteins, including enzymes. There are 
solidlike microdomains (the helices), whose main-chain 
structure is relatively rigid, and liquidlike regions (the 
loops and the side-chain clusters at interhelix contacts) 
that readjust as the helices move from one minimum to 
another. Since the minima have similar energies, myo- 
globin is expected to be glasslike at low temperatures. 
Freezing in of the liquidlike regions could result in a 
transition to the glassy state (Stein 1985). 

Use of Nuclear Magnetic Resonance Data 
for Protein Folding 

Nuclear magnetic resonance (NMR) is an ex- 
perimental technique that has played an essential role 
in the analysis of the internal motions of proteins 
(Campbell et al. 1978; Gurd and Rothgeb 1979; Kar- 
plus and McCammon 1981). Like X-ray diffraction, it 
can provide information about individual atoms; unlike 
X-ray diffraction, NMR is sensitive not only to the 
magnitude but also to the time scales of the motions. 
Most nuclear relaxation processes are dependent on 
atomic motions on the nanosecond to picosecond time 
scale. Although molecular tumbling is generally the 
dominant relaxation mechanism for proteins in solu- 
tion, internal motions contribute as well; for solids, the 
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internal motions are of primary importance. In addi- 
tion, NMR parameters, such as nuclear spin-spin cou- 
pling constants and chemical shifts, depend on the 
protein environment. In many cases, different local 
conformations exist, but the interconversion is rapid on 
the NMR time scale, here on the order of milliseconds, 
so that average values are observed. When the inter- 
conversion time is on the order of the NMR time scale 
or slower, the transition rates can be studied by NMR; 
an example is provided by the reorientation of aromatic 
rings (Campbell et al. 1976). 

In addition to supplying data on the dynamics of 
proteins, NMR can also be used to obtain structural 
information. With recent advances in techniques, it is 
now possible to obtain a large number of approximate 
interproton distances for proteins by the use of nuclear 
Overhauser effect measurements (Noggle and Schir- 
mer 1971). If the protein is relatively small and has a 
well-resolved spectrum, a large portion of the protons 
can be assigned and several hundred distances for these 
protons can be determined by the use of two-dimen- 
sional NMR techniques (Wagner and Wfithrich 1982). 
Clearly, these distances can serve to provide structural 
information for proteins, analogous to their earlier use 
for organic molecules (Honig et al. 1971; Noggle and 
Schirmer 1971). Of great interest is the possibility that 
enough distance information can be measured to actu- 
ally determine the high-resolution structure of a protein 
in solution. This could serve to supplement results from 
X-ray crystallography, particularly for proteins that are 
difficult to crystallize. 

The nuclear Overhauser effect (NOE) corresponds 
to the selective enhancement of a given resonance by 
the irradiation of another resonance in a dipolar cou- 
pled spin system. Of particular interest for obtaining 
motional and distance information are measurements 
that provide time-dependent NOEs from which the 
cross-relaxation rates gij can be determined directly or 
indirectly by solving a set of coupled equations. Mo- 
tions on the picosecond time scale are expected to 
introduce averaging effects that decrease the cross- 
relaxation rates by a scale factor relative to the rigid 
model. A lysozyme molecular dynamics simulation 
(Ichiye et al. 1986) has been used to calculate dipole 
vector correlation functions (Olejniczak et al. 1984) for 
proton pairs whose distance is not fixed by the structure 
of a residue. The results show that the presence of these 
motions will cause a general decrease in most NOE 
effects observed in a protein. However, because the 
distance depends on the sixth root of the observed 
NOE, motional errors of a factor of two in the latter 
lead to only a 12% uncertainty in the distance. Thus, 
the decrease is usually too small to produce a significant 
change in the distance estimate from the measured 
NOE value. This is consistent with the excellent corre- 
lation found between experimental NOE values and 
those calculated using distances from a crystal structure 
(Poulsen et al. 1980). Specific NOEs can, however, be 
altered by the internal motions to such a degree that the 
effective distances obtained are considerably different 

from those predicted for a static structure. Such pos- 
sibilities must, therefore, be considered in any structure 
determination based on NOE data. This is true particu- 
larly for cases involving averaging over large-scale fluc- 
tuations. 

Because of the inverse sixth power of the NOE dis- 
tance dependence, experimental data so far are limited 
to protons that are separated by less than 5 ~ .  Thus, 
the information required for a direct protein structure 
determination is not available. To overcome this limi- 
tation, it is possible to introduce additional information 
provided by empirical energy functions (Brooks et al. 
1983). One way of proceeding is to do molecular 
dynamics simulations with the approximate interproton 
distances introduced as restraints in the form of skewed 
biharmonic potentials (Clore et al. 1985; Brfinger et al. 
1986) with the force constants chosen to correspond to 
the experimental uncertainty in the distance. 

A model study of the small protein crambin, which is 
composed of 46 residues, was made with realistic NOE 
restraints (Br/inger et al. 1986). Investigators used 240 
approximate interproton distances less than 4 A, in- 
cluding 184 short-range distances (i.e., those connect- 
ing protons in two residues that are less than five res- 
idues apart in the sequence) and 56 long-range dis- 
tances. The molecular dynamics simulations converged 
to the known crambin structure (Hendrickson and Tee- 
ter 1981) from different initial extended structures. The 
average structure obtained from the simulations with a 
series of different protocols had rms deviations of 1.3 
for the backbone atoms, and 1.9 A for the side-chain 
atoms. Individual converged simulations had rms de- 
viations in the range 1.5-2.1 A and 2.1-2.8 A for the 
backbone and side-chain atoms, respectively. Further- 
more, it was shown that a dynamics structure with 
significantly large deviations (5.7 A) could be charac- 
terized as incorrect, independent of a knowledge of the 
crystal structure, because of its higher energy and the 
fact that the NOE restraints were not satisfied within 
the limits of error. The incorrect structure resulted 
when all NOE restraints were introduced simultaneous- 
ly, rather than allowing the dynamics to proceed first in 
the presence of only the short-range restraints, fol- 
lowed by introduction of the long-range restraints. Also 
of interest is the fact that, although crambin has three 
disulfide bridges, it was not necessary to introduce 
information concerning them to obtain an accurate 
structure. 

The folding process as simulated by the restrained 
dynamics is very rapid (see Fig. 5). At the end of the 
first 2 psec, the secondary structure is essentially estab- 
lished while the molecule is still in an extended con- 
formation. Some tertiary folding occurs even in the 
absence of long-range restraints. When they are intro- 
duced, it takes about 5 psec to obtain a tertiary struc- 
ture that is approximately correct and another 6 psec to 
introduce the small adjustments required to converge 
to the final structure. 

It is of interest to consider the relation between the 
results obtained in the restrained dynamics simulation 
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Figure 5. Folding of crambin backbone by restrained molecular dynamics. Starting with the initial structure, snapshots are shown 
at 1 psec intervals; only the Ca backbone is included in the figure. 

and actual protein folding. That correctly folded struc- 
tures are achieved only when the secondary structural 
elements are at least partly formed before the tertiary 
restraints are introduced is suggestive of the diffusion- 
collision model of protein folding (Bashford et al. 
1984). Clearly, the specific pathway has no physical 
meaning since it is dominated by the NOE restraints. 
Also, the time scale of the simulated folding process is 
12 orders of magnitude faster than experimental esti- 
mates. About 6 to 9 orders of magnitude of the rate 
increase are due to the fact that the secondary structure 
is stable once it is formed, in contrast to real protein 
folding where the secondary structural elements spend 
only a small fraction of time in the native conformation 
until coalescence has occurred. The remainder of the 
artificial rate increase presumably arises from the fact 
that the protein follows a single fairly direct path to the 
folded state in the presence of the NOE restraints, 
instead of having to go through a complex search 
process. 

X-ray Refinement by Simulated Annealing 

Crystallographic structure determinations by X-ray 
or neutron diffraction generally proceed in two stages. 
First, the phases of the measured reflections are esti- 
mated and a low- to medium-resolution model of the 
protein is constructed and second, more precise infor- 
mation about the structure is obtained by refining the 
parameters of the molecular model against the crys- 
tallographic data (Wyckoff et al. 1985). The refinement 
is performed by minimizing the crystallographic R fac- 
tor, which is defined as the difference between the 
observed ([Fobs[h, k, l]1) and calculated ([Fca,c[h, k,/]l) 
structure factor amplitudes, 

R = ~ IlFobs(h, k, l)l 
h , k , l  

]Fca,r , k, l ) [ I / ~  IFo,s(h, k, l)[ (2) 
h , k , l  

where h,k,l are the reciprocal lattice points of the 
crystal. 
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Conventional refinement involves a series of steps, 
each consisting of a few cycles of least-squares refine- 
ment with stereochemical and internal packing con- 
straints or restraints (Sussman et al. 1977; Jack and 
Levitt 1978; Konnert and Hendrickson 1980; Moss and 
Morffew 1982) that are followed by manual rebuilding 
of the model structure by use of interactive computer 
graphics. Finally, solvent molecules are included and 
alternative conformations for some protein atoms may 
be introduced. The standard refinement procedure is 
time consuming, because the limited radius of conver- 
gence of least-squares algorithms (approximately 1 4 )  
necessitates the periodic examination of electron densi- 
ty maps computed with various combinations of Fob s 
and Fcalc as amplitudes, and with phases calculated 
from the model structure. Also, the least-squares re- 
finement process is easily trapped in a local minimum 
so that human intervention is necessary. 

Simulated annealing (Kirkpatrick et al. 1983), which 
makes use of Monte Carlo or molecular dynamics 
(Brfinger et al. 1987a) simulations to explore the con- 
formational space of the molecule, can help to over- 
come the local-minimum problem. This has been dem- 
onstrated in the application of molecular dynamics to 
structure determination with nuclear magnetic reso- 
nance (NMR) data (see previous section). In contrast 
to the NMR application (Brfinger et al. 1986), the 
initial model for crystallographic refinement cannot be 
arbitrary. It has to be relatively close to the correct 
geometry to provide an adequate approximation to the 
phases of the structure factors. 

To employ molecular dynamics in crystallographic 
refinement, an effective potential 

Esf : S E ([Fobs[h, k, 111- IF~alr k, l l l )  2 (3) 
h ,k , l  

was added to the empirical energy potential given in 
Equation 1. The effective potential Esf describes the 
differences between the observed structure factor am- 
plitudes and those calculated from the atomic model; it 
is identical to the function used in standard least- 
squares refinement methods (Jack and Levitt 1978). 
The scale factor S was chosen to make the gradient of 
E~f comparable in magnitude to the gradient of the 
empirical energy potential of a molecular dynamics 
simulation with S set to zero. 

As in the case of the NMR analysis (see previous 
section), simulated annealing refinement was also test- 
ed on crambin, for which high-resolution X-ray diffrac- 
tion data and a refined structure, determined by re- 
solved anomalous phasing and conventional least- 
squares refinement with model building, are available 
(Hendrickson and Teeter 1981). The initial structure 
for the molecular dynamics refinement was obtained 
from the NMR structure determination (see previous 
section); the orientation and position of the NMR- 
derived crambin molecule in the unit cell was deter- 
mined by molecular replacement (Brfinger et al. 

1987b). The rms differences for residue positions of this 
initial structure and the final manually refined structure 
(Hendrickson and Teeter 1981) are as large as 3.5 4 ,  
with particularly large differences for residues 34-40; 
the R factor of the initial structure was 0.56 at 2 4 
resolution. Molecular dynamics refinement at 3000 K 
starting with 4 4 resolution data for 2.5 psec, extending 
to 3 4 resolution for 2.5 psec, and finally to 2 4 
resolution for 5 psec, followed by several cycles of 
minimization, reduces the atomic rms deviations to 
0.34 and 0.56 4 for the backbone and side-chain atoms, 
respectively. During the molecular dynamics refine- 
ment, some atoms in residues 35-40 moved by more 
than 3 4 .  The essential point is that the refinement of 
the crambin structure was achieved starting from the 
initial NMR structure without human intervention. The 
R factor (0.294) of the molecular dynamics refined 
structure is somewhat higher than the R factor (0.258) 
of the manually refined structure without solvent and 
with constant temperature factors; minor model build- 
ing would correct this difference. Other annealing pro- 
tocols using higher temperatures (e.g., 7000 to 9000 K) 
yield structures that are still closer to the manually 
refined structure. The refinement required approxi- 
mately 1 hour of central processing unit time on a 
CRAY-1; structure factor calculations accounted for 
about half this time. The latter portion of the calcu- 
lation has been considerably reduced in time by use of 
fast Fourier transform methods (A. Br/inger, in prep.). 

As a control, the initial NMR-derived structure was 
refined without rebuilding by a restrained least-squares 
method (Konnert and Hendrickson 1980), starting at 4 
4 resolution and then increasing the resolution to 3 4 ,  
and finally to 2 4 .  The R factor dropped to 0.381, but 
the very bad stereochemistry and large deviation from 
the manually refined structure indicate that this struc- 
ture has not converged to the correct result; residues 
34-40 have not moved and substantial model building 
would be required to correct the structure. Thus, re- 
strained least-squares refinement in the absence of 
model building did not produce the large conforma- 
tional changes that occurred in molecular dynamics 
refinement by simulated annealing. 

CONCLUSION 

Molecular dynamics is now playing an important role 
in the study of the properties of macromolecules of 
biological interest. It can also be used effectively in the 
analysis of experimental data and, in particular, has 
been shown to provide a new approach to structure 
determination by NMR and X-ray crystallography. Be- 
cause molecular dynamics simulations are relatively 
new, they have so far been employed primarily by 
theoreticians. It is to be hoped that experimentalists, as 
well, will begin to use molecular dynamics as a research 
tool for obtaining a deeper understanding of the 
biomolecules with which they work. 
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