
Figure 2. Models and Corresponding m2Fo-DFc Electron Density Maps for SpeciÞed ReÞnements against the 7.4 A û Diffraction Data of PSI,
Starting from Model M6
The electron densitymaps (bluemesh) were calculated with phases from the corresponding refinedmodel and contoured at 1.5 s. The 2.5 Å structure of PSI (PDB

ID 1jb0) is shown in dark gray in each of the panels. Spheres indicate Mg2+ ions at the center of the chlorin rings. All nonhydrogen atoms are shown (lines) along

with a cartoon representation. The region shown in the figure includes four a helices (residues 54–100, 155–181, 669–694, and 720–750 of chain A) along with their

protein environment and associated cofactors.
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model was first subjected to segmented rigid-body refinement, the resulting

refined model was used as both the starting and reference model for DEN

refinement. The refinement protocol was similar to previous work (Schröder

et al., 2010) (as also described in the tutorial for DEN refinement in CNS

v1.3, http://cns-online.org/v1.3/), with the following non-default settings:

only overall anisotropic B-factor refinement was carried out instead of

restrained group B-factor refinement and the DEN restraints were kept

throughout the process. In the default protocol, the DEN restraints are turned

off during the last two macrocycles. Specifically, eight macrocycles of torsion

angle refinement with a slow-cooling simulated annealing scheme were per-

formed in which the first cycle always used g = 0 and the following seven

cycles used a specified value for g (see below).

DEN distance restraints were generated from N randomly selected pairs of

atoms in the reference model that were separated by 3–15 Å in space; no

sequence selection criterion was used. Therefore, distances were drawn

from any pair of atoms between any protein chain and cofactor. The value of

N was chosen to be equal to the number of atoms, so the set of distance

restraints was relatively sparse with an average of one restraint per atom.

The minimum of the initial DEN potential was set to the coordinates of the

particular starting model. We determined the optimum values of the g and

wDEN parameters of DEN refinement by a global two-dimensional grid search.

At each grid point, twenty refinement repeats were performed with different

random initial velocities and different randomly selected DEN distances. We

used thirty combinations of six g values (0.0, 0.2, 0.4, 0.6, 0.8,1.0) and five

wDEN values (3, 10, 30, 100, 300). In addition, six different temperatures for

the slow-cooling simulated annealing scheme were tested (300, 600, 1000,

1500, 2000, and 3000 K) except in cases of DEN refinement with initial

segmented rigid-body refinement, where only 3000 Kwas used. A representa-

tive example of the results of the grid search is shown in Figure 2A. The SBGrid

DEN refinement portal (http://www.sbgrid.org) was used for most of these

refinements. Out of all these resulting models, the one with the lowest Rfree

value was used for subsequent analysis.

Torsion Angle Simulated Annealing
As a control, we performed twenty repeats with wDEN = 0 at 3000 K. This cor-

responded to using the refinement protocol without DEN restraints, with

results being independent of g. Out of the resulting models, the one with the

lowest Rfree value was used for subsequent analysis.

Standard Refinement
As a further control, eight macrocycles of 200 steps of conjugate gradient

minimization using the L-BFGS optimizer implemented in CNS v1.3 were per-

formed starting from the samemodels that were used for the DEN refinements.

These refinements did not employ DEN restraints.

Secondary Structure and Reference Restrained Refinement
As an additional control, we performed secondary structure and reference

model (Headd et al., 2012) restrained refinement with phenix.refine (Afonine

et al., 2012). A simulated annealing refinement scheme was used with default

control parameters with the exception that a single group B-factor was refined

for the entire model and no individual atomic displacement parameters were

refined and a starting temperature of 5000 K was used for the simulated

annealing stage. Additionally, secondary structure restraints (Headd et al.,

2012) were automatically determined from the starting model and applied

during refinement. Referencemodel restraints (Headd et al., 2012) were gener-

ated from the starting model and used to restrain the model during refinement.

A total of three macrocycles of refinement were performed, with simulated

annealing performed only in the second macrocycle. The weight on the

X-ray term in the refinement (wxc_scale) was reduced by a factor of two,

i.e., the weight was 0.25. Geometric restraints for the ligands in the structure

were generated using phenix.elbow (Moriarty et al., 2009). Manual modifica-

tions were made to the chlorophyll restraints to maintain a planar porphyrin

ring geometry.

Assessment of the Quality and Accuracy of the Refined Models
The various refinement methods were assessed by three criteria: Rfree, rmsd

to the 2.5 Å resolution crystal structure of PSI (PDB ID 1Jb0), and the sig-

nificance of the difference peaks for the three iron-sulfur clusters that were

omitted in the refinement. The Rfree value was used to provide a model-free

assessment of the quality of the refined model. The refined models were

compared to the 2.5 Å resolution crystal structure of PSI by computing the

rmsd for all Ca backbone atoms and the rmsd for the Mg2+ ions of the 96

chlorophyll cofactors; prior to computing the rmsd, the models were least-

squares superimposed using the backbone Ca atoms to account for possible

translation of the model in the z-direction since space group P63 has an arbi-

trary origin choice in the z-direction. For each refined model, mFo-DFc differ-

ence maps were computed. For each of the three iron-sulfur clusters, s, the

Z-score (standard deviation above the mean) of the difference electron

density was determined and the average of the three s values calculated

as hsi. Because in some cases the refinements had moved, some of the

side chains of the four coordinating cysteine residues into the difference

density, the CB and SG atoms of these residues were excluded in the calcu-

lation of the phases for the difference electron density maps. For the better

performing refinements, clear peaks emerged in the difference density

maps within the extent of the iron-sulfur clusters; the s values at these

peak positions were used. For some of the poorer performing refinements,

no clear peak in the difference density map was found within the extent of

an iron-sulfur cluster. In these cases, the significance of the corresponding

difference density was estimated by the value of the difference electron

density map at the center of the cluster. These procedures were uniformly

applied to all refinements.

Computer Programs Used
MOSFLM (Leslie, 2006) was used for the indexing and integration of the

ALS data of PSI. The analysis of diffraction data was performed with the

phenix.xtriage program (Zwart et al., 2005). The Crystallography and NMR

System (CNS) (Brünger et al., 1998) v1.3 was used for DEN refinement, stan-

dard (positional minimization) refinement, and torsion angle simulated anneal-

ing refinement. phenix.refine was used for secondary structure and reference

model restrained refinement (Adams et al., 2010; Afonine et al., 2012). PyMOL

(DeLano, 2002) was used for molecular illustrations, structure, and electron

density map superposition. Molprobity (Chen et al., 2010) was used to calcu-

late the Ramachandran statistics.
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The low resolution diffraction data set of PSI has been deposited in the PDB

(PDB ID 4fe1).

SUPPLEMENTAL INFORMATION

Supplemental Information includes three figures and one table and can be

found with this article online at doi:10.1016/j.str.2012.04.020.

ACKNOWLEDGMENTS

We thank Thomas White and Henry Chapman for stimulating discussions and

critical reading of the manuscript, and Corie Ralston for support at beamline

8.2.2 at ALS. A.T.B. acknowledges support by HHMI, M.L. is supported by

award GM063817 from NIH, P.D.A. acknowledges support by the US

Department of Energy under contract DE-AC03-76SF00098 and NIH/ NIGMS

grant P01GM063210, and R.F. and P.F. acknowledge support by the Center

for Bio-Inspired Solar Fuel Production, an Energy Frontier Research Center

funded by the Department of Energy (DOE), Office of Basic Energy Sciences

(award DE-SC0001016). Experiments were carried out the Advanced Light

Source, aNational User Facilities operated, respectively, byStanfordUniversity

and the University of California on behalf of the DOE, Office of Basic Energy

Sciences. A.T.B. and P.D.A. performed calculations, analyzed the results, and

wrote the paper. R.F. measured and processed the data at beam line 8.2.2 at

ALS. G.F.S., M.L., P.F., and R.F. analyzed the results and wrote the paper.

Received: February 17, 2012

Revised: April 5, 2012

Accepted: April 29, 2012

Published: June 5, 2012

Structure

Low-Resolution Refinement

Structure 20, 957–966, June 6, 2012 ª2012 Elsevier Ltd All rights reserved 965

http://www.sbgrid.org
http://dx.doi.org/doi:10.1016/j.str.2012.04.020


REFERENCES
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Figure S1. Molecular replacement results using the 7.4 Å diffraction data of PSI 
with models M1 through M6 (related to Figure 1). 
 
Figure S2. Refinements against the 7.4 Å diffraction data of PSI starting from 
models M1 to M6 (related to Figure 2). 
 
Figure S3. Ramachandran statistics (percent favored and percent outliers) for 
specified refinements starting from model M6 against the 7.4 Å diffraction data of 
PSI (related to Figure 3). 
 
Table S1. The required X-ray resolution (determinacy point) depends on the 
number of degrees of freedom and the solvent fraction (related to Figure 1). 
 



 
Figure S1. Molecular replacement results using the 7.4 Å diffraction data of PSI with 
models M1 through M6 (related to Figure 1). (a) Translation function Z-score (TFZ) for 
models M1-M6. (b) Corresponding log-likelihood gain (LLG) of the translation function 
solution. The molecular replacement was carried out with Phaser (McCoy et al., 2007). 
 



 

 
Figure S2. Refinements against the 7.4 Å diffraction data of PSI starting from models 
M1 to M6 (related to Figure 2). In addition, for model M6, the structure was first 
subjected to segmented rigid body refinement ("M6+seg"). The refinement methods are 
indicated in the legend. (a) Rfree of the refined models.  (b) Rcryst (computed for the 
working set) of the refined models.  (c) Cα backbone RMSD between the refined models 
and the 2.5 Å structure of PSI (PDB ID 1jb0).  (d) RMSD of the Mg2+ ions of the 96 
chlorophyll cofactors between the refined models and the 2.5 Å structure of PSI.  (e) <σ>, 
the average Z-Score (average number of standard deviations above the mean) of the three 
difference peaks in mFo-DFc maps for the iron-sulfur clusters that were omitted during 
the refinements.  Details of the refinement methods, RMSD calculation, and difference 
peak calculations are described in Experimental Procedures. Note that Rfree is highly 
correlated with Rcryst for rigid body refinement since only a few parameters are refined 
which results in potential bias of the test set towards the working set (Brunger, 1993). 
Thus, Rfree is not shown for the rigid body refinement in panel a. 
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Figure S3. Ramachandran statistics (percent favored and percent outliers) for specified 
refinements starting from model M6 against the 7.4 Å diffraction data of PSI (related to 
Figure 3). Molprobity (Chen et al., 2010) was used to calculate the Ramachandran 
statistics.  
 



 
Table S1. The required X-ray resolution (determinacy point) depends on the number of 
degrees of freedom and the solvent fraction (related to Figure 1)1 
 

Degrees of Freedom & 
N/Nres 

S (Solvent Volume Fraction) 

0.5 0.6 0.7 

All atoms with H atoms 48 2.3 Å 2.5 Å 2.8 Å 

All atoms no H atoms 24 2.9 Å 3.2 Å 3.5 Å 

All (Φ,Ψ,χ) torsions 4 5.3 Å 5.8 Å 6.3 Å 

All (Φ,Ψ) torsions 2 6.7 Å 7.3 Å 8.0 Å 

All (α) torsions 1 8.5 Å 9.13 Å 10.1 Å 
 

1Number of X-ray reflections, N=2πV/3Zd3, where V is the unit cell volume  
 
V = ZVprot /(1-S),  
 
Z is the symmetry redundancy, d is resolution and S is the solvent volume 
fraction. The protein volume,  
 
Vprot = Nres*(30/18)*0.73*119 = 145Nres , 
 
using a water volume of 30 A3 per 18 Dalton at a density of 1 g/ml, a protein 
specific volume of 0.73 ml/g and average residue mass of 119 D. 
Substituting for V in the expression for N gives:  
 
N =2πZNres145/(1-S)/(3Zd3) =(2π145/3)Nres /((1-S)d3) =304Nres /((1-S)d3) 
 
or  
 
N/Nres =304/(1-S)d3. 
 
Solve for d in terms of (N/Nres) and S to give  
 
d =[304/((1-S)*(N/Nres)]

⅓ . 
 
The number of degrees of freedom per residue is approximately 48 for all 
atoms including hydrogen atoms, 24 for just heavy atoms, 4 for all single 
bond torsion angles (Φ,Ψ,χ), 2 for just main chain (Φ,Ψ) torsion angles, and 
1 for main chain α angles. 
 
 
 


